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ABSTRACT
Distractions while driving are a major cause of traffic accidents
and chief among these is the use of mobile phones. Driver dis-
tractions typically fall into four categories—visual, cognitive, bio-
mechanical, and auditory—and different technological solutions
have been proposed to address these. Intelligent Personal Assis-
tants (IPAs), such as Siri, is a recent example of such a technological
solution that offers the potential for hands-free phone interaction
through a voice-controlled interface. IPAs could potentially reduce
visual and bio-mechanical distractions if they are usable enough
to not increase a driver’s cognitive load. We present the results of
a controlled experiment with the aim of understanding how the
use of Siri while driving compares to manual interaction in terms
of usability and distractions. We also tested these two interaction
types in the lab in order to understand how the main driving task
influences Siri’s (perceived) usability. Our study shows that Siri is
not ready for every-day use in the car: interacting with Siri while
driving is likely to be unsafe for most participants, especially less
experienced drivers. Participants were distracted by Siri due to its
over-reliance on visual feedback as well as frequent time-outs by
Siri when waiting for a response from a driver occupied with the
road environment. Speech recognition quality in a noisy car as
well as problematic multi-lingual speech recognition in general
are other issues that resulted in low usability and more cognitive
distractions. While interacting with Siri may be hands-free, it does
not provide an eyes-free and distraction-free experience yet,
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1 INTRODUCTION
In the period between 2014 and 2016, the Danish Council for Traffic
Safety estimated that distractions while driving were the cause
of 33% to 50% of all traffic accidents in Denmark [5]. One of the
major causes of distraction was mobile phone use, even though
drivers are generally aware of the dangers of mobile phone use
while driving [6]. For instance, texting and calling while driving
increases the risk of an accident by a factor of 3.8 to a factor of
8.3 respectively [20]. A likely explanation for the continued use of
mobile phones despite this awareness is the (perceived) essential
role that mobile phones play in people’s everyday lives in terms of
completing navigation, communication, and general search tasks
[3] and the habitual nature of reaching for one’s mobile phone
when faced with such tasks, regardless of the context of use.

According to Ranney et al. [28], driver distractions typically fall
into one of four categories: (1) visual, when a driver is looking at
objects or events other than the road environment; (2) cognitive,
when a driver is thinking about something not related to driving
the vehicle; (3) bio-mechanical, when a driver is doing something
physical that is not related to driving (e.g., reaching for their phone
or eating food); and (4) auditory, when a driver is distracted by
sounds not related to driving that prevent them from making the
best use of their hearing.Whilemany forms ofmanualmobile phone
use have been outlawed altogether, some technological solutions
such as hands-free calling are allowed in some countries as they
are meant to reduce bio-mechanical distractions, even though they
still impair driving coordination and control [25, 35].

Another, more recent type of technology that is advertised as
having the potential to make mobile phone use safer while driv-
ing are so-called intelligent personal assistants. Intelligent Personal
Assistants (IPA) are voice-controlled software agents that support
task-oriented exchanges with the user, such as making restaurant
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reservations, getting directions, dictating text messages, and search-
ing the Web. The voice-controlled, conversational style of inter-
action that IPAs provide, could be beneficial in many hands-free
scenarios, such as aiding the visually impaired or driving a car. The
latter scenario is addressed by, among others, Apple’s CarPlay1 of-
fering, which allows a driver to control their mobile phone through
a combination of in-car touch-screen controls and voice control
using Apple’s own IPA called Siri. Potentially, the use of such voice-
controlled IPAs while driving could reduce both biomechanical and
visual distractions, while possibly increasing auditory distractions.
Ideally, cognitive distraction would stay at the same levels, provided
the IPA is usable enough for use in true hands-free settings.

While the usability of IPAs has been the subject of a handful
of studies already [2, 18, 19, 23], all of them were performed in
a controlled environment where the participants’ sole task was
interacting with the IPA and where voice control could be supple-
mented with manual interaction, such as scrolling through results
lists or selecting options. Only Strayer et al. [34] compared different
IPAs in a driving setting and found that interacting with an IPA
while driving added significantly to the driver’s cognitive workload
compared to driving without any distractions. However, there has
been no work on examining how interacting with an IPA compares
to manual smartphone interaction while driving a vehicle. It is also
unclear how drivers perceive the usability of an IPA when IPA inter-
action becomes a secondary activity with driving being their main
priority. In addition, all of these usability tests have used English
as the interaction language, with the recent work by Bogers et al.
[2] on the Danish version of Siri being the sole exception.

In this paper, we take several steps towards addressing some of
these open issues. We present the results of a controlled experi-
ment with the goal of better understanding how usable IPAs are
in natural, hands-free situations where the user is occupied with
another primary task, such as driving a car, and to what degree the
IPA is successful at reducing driver distractions. Similar to Bogers
et al. [2], we use Danish as our interaction language and we focus
exclusively on Siri, as it was shown to be the most popular IPA in
Denmark by far around the time we conducted our experiment [2]
and because interacting with an IPA in one’s native language as
opposed to non-native ones is likely to result in a lower cognitive
load. Through our controlled experiment, we answer the following
pair of research questions:

RQ1 How does interacting with Siri while driving compare
to manually interacting with an iPhone in a car (under strict
security precautions) in terms of usability and distraction?
RQ2 How is interaction with Siri impacted by driving com-
pared to interacting with Siri in a controlled setting?

Our first research question enables us to draw conclusions about
how serious an alternative Siri could be for in-car phone use, com-
pared to manually interacting with a smartphone while driving.
Because the latter is illegal in many countries, including Denmark,
we take strict security precautions to prevent illegal and reduce dan-
gerous behavior. Our second research question gives us insight into
the question of how generalizable the results of previous usability
tests of IPAs are, given that they were conducted under controlled
conditions and as the primary task. Such a controlled setting could
1https://www.apple.com/ios/carplay/

be seen as the best possible result for Siri, which gives us insights
into whether Siri has been adequately adapted to a driving setting.
A smaller difference in perceived usability between these conditions
could be seen as good news for Apple (and other IPA producers).
We conclude our paper by providing several design implications
for IPAs to streamline their use when driving motorized vehicles.

2 BACKGROUND
2.1 Mobile Phones & Driving Safety
The link between mobile phone use and driving safety has been
studied extensively over the past decades as well as the impacts
of different interaction styles—hand-held versus hands-free. There
seems to be little doubt in the literature about the dangers of texting
and calling while driving: Klauer et al. [20] reported that these
activities increase the risk of an accident by a factor of 3.8 to a
factor of 8.3 respectively, despite the fact that drivers are generally
aware of these dangers [6]. Studies of drivers’ eye fixations while
performing demanding cognitive tasks have shown that their visual
field narrows both horizontally and vertically—meaning that rather
than scanning the road environment for hazards, drivers spend
more time staring directly ahead, leading to tunnel vision [10, 35].
In general, the more complex or time-consuming the second activity
in addition to driving is, the more demands are placed on the driver,
causing them to become less observant or to make poor decisions
about how to control the vehicle safely.

Perhaps surprisingly, there does not seem to be a clear difference
in distraction levels between hand-held versus hands-free interac-
tion [16], despite the latter’s potential to reduce bio-mechanical dis-
tractions. Nevertheless, several studies have found that hands-free
calling and texting still impairs driving coordination and control
[25, 35]. The conversational style of IPA interaction could lead to
the interesting comparison betweenmobile phone use while driving
versus conversations with other passengers. While research does
show that drivers are more distracted when speaking themselves
compared to listening, in general people do drive better when con-
versing with passengers compared to mobile phone conversation,
because the traffic and driving tasks become a part of the passenger
conversation, thereby increasing situational awareness [7]. This
suggests that, while potentially distracting, interacting with an IPA
could beneficial compared to direct mobile phone use.

2.2 Usage & Usability of IPAs
Even though the current generation of IPAs, such as Alexa, Cortana,
Google Voice and Siri, have only been around for less than a decade
and needed time to mature in terms of capabilities, they have seen a
rapid rise in popularity. In April 2018, 41.4% of surveyed US adults
reported using the IPA on their smartphone, while 19.7%were found
to use a smart speaker IPA [17]. This popularity is mirrored in terms
of increasing research attention for IPAs and other conversational
agents. Usage of IPAs was studied by, among others, Garcia et al.
[8], who conducted a questionnaire about IPA usage in Argentina,
Brazil, Chile, Germany, Spain, the UK and the US. They found that
IPA usage in other countries lags behind the US, but that around
50-60% of IPA users use them several times a week. Bogers et al. [2]
performed a similar study in Denmark, and found that Siri was by
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far the most popular IPA due to support for the Danish language,
but that only 20% of respondents used Siri more than once a month.

Other researchers have attempted to evaluate the usability of
IPAs, such as Kiseleva et al. [18], who investigated a range of dif-
ferent scenarios, such as device control, Web search, and struc-
tured search. They discovered that user satisfaction is highly task-
dependent, which is similar to what other studies evaluating IPA
usability have found [2, 23]. Bogers et al. [2] tested the usability
of Siri in Danish, as all of the other work on usability testing IPAs
had been done in English. They found that multi-lingual speech
recognition can be problematic: mixing English named entities into
Danish requests resulted in increased time, effort and the number
of speech recognition errors by Siri. They also found that prior
experience with Siri as well as the way results are presented to the
user had a strong positive influence on user satisfaction. We expect
similar challenges and patterns to emerge from our study.

What all of these studies have in common, however, is that
they were all performed in a controlled environment where IPA
interaction was the participants’ sole focus, and where voice control
could be supplemented with manual interaction, such as scrolling
through results lists or selecting options. This is in contrast to the
use of IPAs in hands-free settings. To the best of our knowledge,
only Strayer et al. [34] have compared the usability of different IPAs
in a driving setting. They found that interacting with an IPA while
driving added significantly to the driver’s cognitive workload when
compared to driving without any distractions. However, Strayer
et al. [34] did not compare IPA interaction while driving to manual
smartphone interaction—the most common (and in most situations
illegal) activity—nor to interaction with IPAs as a primary activity
in a controlled environment, which means a baseline for cognitive
load is missing from their work—something we address in our study.

2.3 Multi-tasking & Information Behavior
In the majority of the user-based studies of IPAs, the interaction
with the IPA is the sole task the participants have to focus on
[2, 18, 19, 23], making it difficult to know how the introduction of a
second task would affect usability, task performance and distraction
levels. Spink et al. [32] reviewed a broad range of research on multi-
tasking behavior. They find that the cognitive sciences tend to focus
on interruption behavior and decreased effectiveness, whereas in-
formation behavior research is beginning to regard multitasking as
a natural and essential coping mechanism that is becoming increas-
ingly obvious with the proliferation of communication devices.

In the fields of information behavior andmobile interaction, there
has been work exploring how the fragmented attention caused by
a concurrent physical activity could affect search behavior. Harvey
and Pointon [12, 13] performed controlled experiments where par-
ticipants had to complete different search tasks while either sitting
down, navigating an obstacle course, and walking on a treadmill.
They found that those sitting down were able to generate more
accurate and precise search queries than participants in other con-
ditions better search queries and that participants on the treadmill
felt the most rushed. Participants navigating the obstacle course
were least likely to forget their immediate surroundings, because
of the increased need to be aware of their surroundings while navi-
gating the obstacle course. They also tended to be less absorbed in
the search tasks. Related work by Oulasvirta et al. [26] shows that

smartphone interaction also tends to be reduced to shorter bursts of
interaction when the user is occupied with another physical activ-
ity. The interaction between smartphone use and physical activity
goes in both directions: several studies have shown that perform-
ing common smartphone tasks while walking, such as calling or
texting, have a negative impact on a person’s speed and direction
and make people more cautious in their physical activity [21, 22].

In addition to physical activity, Harvey and Pointon [14] also
examined the effect of ambient noise on search behavior and satis-
faction. They found that noisy environments induce stress on users
and make them feel additional time pressure, negatively affecting
their search behavior. A similar study was performed by Sarsen-
bayeva et al. [30], who investigated the effects of different types
of ambient noise on typical smartphone usage tasks. They found
that ambient noise has a significant effect on interaction and that
different ambient noises affect users differently, with some slowing
down text entry while others affect task completion time. All of this
suggests that the physical act of driving a car and the ambient noise
involved are likely to have a negative impact on IPA interaction,
its perceived usability, and distraction levels.

3 METHODOLOGY
3.1 Design
We designed our study with two goals in mind. The first one was to
compare interaction with Siri while driving to the traditional alter-
native of manually interacting with an iPhone in terms of usability
and distraction (RQ1). This independent variable, interaction type,
has two conditions—Siri vs. manual interaction—which correspond
to the lower-level branches in Figure 1. To ensure that no illegal
activity took place, manual iPhone interaction was only allowed
after participants had pulled over and parked the car.

In order to determine how the driving process itself influences
how people interact with their phones using either Siri or manual
control (RQ2), we also manipulated a second independent variable,
the interaction context, by repeating the same experiments in a
controlled laboratory environment. This should give us insights into
the question of how generalizable the results of previous usability
tests of IPAs are: is there an impact on usability and cognitive load
IPA interaction is the driver’s secondary focus? This comparison
between car and lab is represented by the top branches in Figure 1,
with the right-hand side duplicating the conditions on the left in a
controlled lab environment.

As shown in Figure 1, a total of twenty-four participants took
part in our study. Eight of them used Siri while driving and eight of
them controlled their phone manually while in the car. Because of
difficulties with recruiting enough participants for each of the four
final conditions, we used a within-group design for the laboratory
experiments. Here, eight participants were asked to complete tasks
using both Siri and manual interaction, with the order of these two
conditions randomized.

While the authors’ home university only has an Institutional
Review Board (IRB) available for medical studies, we had two senior
faculty members review the study design and propose changes
where necessary to improve the safety of our participants and
eliminate any potentially illegal activity.
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Figure 1: Illustration of the split-plot design with compar-
isons between interaction type (Siri vs. manual) and interac-
tion context (car vs. lab) and the number of participants in
each group at the bottom.

3.2 Participants
We recruited study participants using a combination of convenience
and purposive sampling by word-of-mouth and requests on social
media. Participants were compensated for their participation with
food and beverages. In total, twenty-four participants were selec-
tively recruited to balance gender across the age range of 20 to 38
years old—which represents the segment of the population that
most actively uses IPAs according to Bogers et al. [2]. In addition,
our participants had to match the following criteria:

• They should have owned a valid driver’s licence for at least
the past two years

• They should not rate themselves as an inexperienced or inse-
cure driver on a self-assessment scale of driving experience

• They should speak and understand Danish fluently
• They should have experience with driving in the Greater
Copenhagen area

• They should own an iPhone (to ensure that usability judg-
ments reflected the quality of the IPA instead of lack of
familiarity with the phone’s OS)

Our participants consisted of 12 men and 12 women with a
mean age of 26 with a range of 23-35 years. They were relatively
inexperienced in the use of Siri: only two participants used Siri daily,
one used it less than monthly, while 71% (n = 17) had tried out Siri
once, but never used it. Only three participants had never interacted
with Siri before. Participants had had a driver’s license for 8.6 years
on average and 75% self-assessed their driving experience as above
average. Interestingly, 29% of participants admitted to having used
their phone manually while driving before. We anonymized our
data and refer to our participants as TP1-TP24 in this paper.

3.3 Materials and Equipment
Access to the Siri IPA was provided using an Apple iPhone 6S with
iOS 11.2.6 with language set to Danish. Siri was reset after each
experiment. Voice activation of Siri using the phrase “Hey Siri” was
enabled for each participant. The iPhone was placed in the car’s
center console using a car phone mount (see Figures 3a and 2).
The car was a 2016 Suzuki Swift, 1200cc manual gear, five-door
right-hand drive model. Video was recorded with a GoPro Hero
5 from the inside-top right-hand corner of the windscreen and

as point-of-view video from the Pupil Core eye-tracking glasses.
We used 200hz binocular head-mounted Pupil Core glasses from
Pupil Labs. Data was recorded on a laptop with the Pupil Capture
software and analysed with Pupil Player. Mini-QR code markers
around the phone were used to aid automatic Area of Interest (AoI)
detection (cf. Figure 2). The iPhone screen was recorded using
Apple’s native screen recording app. Audio was recorded from the
GoPro and Pupil Core as well as a TascamDR-05 dictaphone and the
Voice Recorder app on a Samsung S8 smartphone as backup. The
experiment manuscript and post-test interview guide were read
from an iPad Air. Experimenter 1 was seated next to the driver and
Experimenter 2 behind the driver. The experimental setup in the
lab is shown in Figure 3b. Perceived workload was assessed using
the NASA Task Load Index (NASA-TLX) [11]. A downside of the
NASA-TLX is that it is a post-event instrument. Other methods, like
the tapping test [1] or the Sternberg Memory Test [33] provide a
means of measuring cognitive load during a usability test. However,
for safety reasons we did not want to further increase the cognitive
load of our drivers, so we used the NASA-TLX instrument.

3.4 Procedure
3.4.1 Pre-test questionnaire. After being welcomed and intro-

duced to the purpose of the study, participants were asked to sign a
consent form. Participants who were recruited for the two driving
conditions had to show us their driver’s license before continuing.
Participants then started the study by completing a pre-test ques-
tionnaire. This questionnaire consisted of four groups of questions:
attitudes towards technology, prior experience with IPAs, driving
experience, and demographics.

3.4.2 Controlled experiment. The main element of our study
is a controlled experiment where users are subjected to one (or
more) of the four conditions: Siri while driving (Car-Siri), manual
control while driving (Car-Manual), Siri in the lab (Lab-Siri), and
manual control in the lab (Lab-Manual). As explained in Section
3.1, our lab participants were exposed to both Lab-Siri and Lab-
Manual conditions in random order. In the two Manual conditions,
participants were allowed to use any combination of browser andDATA COLLECTION – EYE-TRACKING
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Figure 3: Experimental setup in the car (a) and the lab (b).

apps to solve their tasks, although typically they used Google Maps
along with the native Notes, Messages, Weather and Music apps.

At the start of the experiment, all participants had to put on the
eye-tracking glasses before starting their tasks so they could be
adjusted and calibrated to the eyes of the specific participant. All
participants assigned to the Siri conditions were first asked to go
through the Siri configuration sequence to adjust it to their voice.
They were then given two training tasks: multiplying two numbers
and asking for the time in Sydney, Australia. All participants as-
signed to the driving conditions were reminded to take their time
to adjust their seat and mirrors for optimal comfort and safety. We
then asked them to drive around for a least five minutes in order to
familiarize themselves with the car.All participants were instructed
to end up at the same location from which they drove the same 4.3
km route, which included six right-hand turns, six left-hand turns
and two 180-degree turns. During the experiment, participants were
given turn-by-turn driving directions by Experimenter 1.

After completing their training, each participant was assigned
five different tasks in random order, which were read aloud to them
by Experimenter 1, one at a time with a break of approx. 1-2 minutes
in between each task. Table 1 shows a list of the five tasks. These
tasks were partly based on earlier work on IPA usability [24] and
voice search log analysis [9], who found that voice queries with
narrow information needs were more common for IPA use. We only
kept tasks that we considered to be realistic in a driving setting. In
the lab conditions, where users were exposed to both the (Lab-Siri)
and (Lab-Manual) conditions, we assigned our participants small
variations of these tasks where relevant so as to avoid a learning
effect. For instance, when they were on their second condition,
task 1 featured a different fast-food restaurant and task 5 featured
a different song they had to play. All lab-based experiments took
place in a meeting room at the authors’ university during the same
time period as the driving experiments. The lab setup was kept as
similar to the car setup as possible. Small-talk was kept to a bare
minimum in all four conditions to avoid distractions and to make
comparisons between the conditions more reliable.

3.4.3 Post-test interview. After completing the experiment, par-
ticipants were subjected to a post-test interview, which focused
on their satisfaction with the interaction during the experiment
and, in the Car-Siri and Lab-Siri conditions, how they themselves
perceived Siri’s ability to successfully complete the tasks. Finally,

we had them retrospectively assess their cognitive workload using
the NASA-TLX. All interviews were transcribed and thematically
analyzed.

3.4.4 Dependent measures. The goal of our study was to assess
interaction with Siri in terms of usability and distraction, because
we expected the usability of an IPA to have an impact on the cogni-
tive distractions it induces. We follow the Quality in Use Integrated
Measurement (QUIM) model by Seffah et al. [31] in determining
how to measure usability and select the following factors: (1) effec-
tiveness, or how many errors do users make, how severe are they,
and how easily can they recover; (2) efficiency, or how quickly can
they perform tasks once users have learned the system; (3) satisfac-
tion, or how pleasant is it to use the system; and (4), learnability, or
how easy is it for users to accomplish basic tasks the first time they
use the system? The latter is especially relevant, given the relative
novelty of IPAs in general and the low percentage of active Siri
users in our sample. The fifth factor, safety, corresponds to what
we refer to as distraction, i.e., to what degree does the system take
the attention away from driving? Table 2 has an overview of the
metrics and methods used to measure these five factors.

3.4.5 Safety precautions. To ensure the safety of all persons in-
volved in the study as well as the other road users, we took several
precautions to eliminate illegal behavior and reduce risks as much
as possible. Precautions taken before driving included not recruiting
people who self-identified as “inexperienced and/or not comfort-
able with driving a car” and having our participants perform their

Table 1: List of tasks used in the usability test

ID Type Description

1 Directions You are hungry and want to go to the nearest McDonalds.
Use Siri/the phone to help you find it.

2 Note You suddenly remember that you have to buy cucumbers
on your way home. You want to write this in a note so you
don’t forget this. Use Siri/the phone to do this.

3 Text message You have received a text message that you want to know the
content of and reply that you will be there in 10 minutes.
Use Siri/the phone to do this.

4 Weather You are in doubt whether you should bring a raincoat when
you go out tonight. Use Siri/the phone to check the weather.

5 Music You would like to listen to the song “Billie Jean”. Use Siri/the
phone to play this song.



Table 2: Overview of the top-level dependentmeasures, their
component measures and which methods they were mea-
sured with (QUE = pre-test questionnaire, ET = eye-tracking,
VR = screen and video recording, INT = post-test interview).

Data collection methods
QUE ET VR INT

Efficiency
Task completion time ✓
No. of attempts at task completion ✓
No. of steps until task completion ✓

Effectiveness
% of tasks completed ✓
No. of abandoned tasks ✓
Perceived ability of Siri to complete tasks ✓

Satisfaction
Facial expressions ✓
User satisfaction ✓

Learnability
Prior experience with Siri ✓
Progression in task completion ✓

Distraction
Cognitive workload ✓
% of fixations on phone vs. all fixations ✓
Facial expressions ✓

training tasks with Siri before they started driving to ensure their
full attention on the task, hopefully reducing the cognitive load later
on. During their training drive at the start, participants were asked
to drive around the neighborhood without any distractions, such as
the IPA or the eye-tracking equipment, to help them get used to the
car and gain confidence. During the main experiment, participants
all drove the same quiet route in Sydhavn during daylight hours
outside rush hour on roads with low traffic density and a maximum
speed limit of 50 km/h. While driving, the experimenters served an
extra pair of eyes and alerted the participants to possible situations
they might have missed. Participants were not allowed to touch
their mobile phone at any point while driving. In the manual inter-
action condition, participants were forced to pull over first before
being allowed to operate the iPhone, while in the Siri condition any
button presses were done by the experimenters.

4 RESULTS & ANALYSIS
4.1 Efficiency
The first dependent measure we focus on is efficiency, i.e., how
quickly can the participants perform their tasks in terms of time,
steps and attempts. A task completion attempt often consists of
multiple steps; whenever a participant had to start a task over by
saying “Hey Siri”, this was counted as a new attempt. We analyse
only completion times and step counts for completed tasks, i.e.,
tasks that were not abandoned or assessed by us as incomplete. Task
completion times are measured from the moment Experimenter
1 finished reading the task aloud until the participant completed

the task—either self-assessed or assessed by us when reviewing
the video recording. To simulate a realistic and above all legal
experience, we included the time needed to find a parking spot in
the Car-Manual condition in task completion times.

On average, participants in the Car-Siri condition spent 95.7s
completing their tasks (SD = 88.1), compared to 36.2s (SD = 19.5)
in the Car-Manual condition. In the Lab-Siri condition the mean
completion time was 30s (SD = 13.5) and for Lab-Manual it was
only 16.0s (SD = 6.8). Unsurprisingly, completing tasks in the car
took more time than in the lab, which is due to the participant’s
attention being elsewhere: on the road environment in the Car-
Siri condition and on finding a parking spot in the Car-Manual
condition. Completing tasks with Siri while driving was by far the
most time-consuming, which took 2.6 times as long as in the Car-
Manual condition, which includes the time needed to find a parking
spot. In the lab, using Siri only took 1.9 times as much time. Unlike
the findings by Luger and Sellen [24, p. 5291], our participants did
experience speaking as a faster interaction method.

Figure 4 shows a break-down of task completion times across
our five tasks. We observe the same trends at the level of individual
tasks, with the tasks of getting directions (#1) and dictating a text
message (#3) showing the slowest performance by Car-Siri. This
is probably due to the complexity of these two tasks, as they also
require more steps in order to be completed, which can be seen
in Figure 5a. Nevertheless, Siri’s poor hands-free performance on
these two tasks is not good news, as these are arguably the most
useful hands-free capabilities an IPA should offer while driving.

To get a more complete picture of the effort required to complete
a task, we examine not only the number of steps, but also the num-
ber of attempts needed before successful task completion. One way
of thinking of the number of required attempts is that the more
attempts are needed, the less intuitive interaction with Siri was
apparently, since participants needed to reformulate their request
for Siri to understand it. Common causes of having to attempt a
task multiple times included Siri timing out due to the driver being
distracted by a traffic situation or the participant interacting with
Siri when Siri was not ready. In the majority of cases, participants
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Figure 4: Task completion times (in seconds) for the four dif-
ferent conditions.
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Figure 5: Comparison of Car-Siri and Lab-Siri conditions on (a) number of steps taken to complete the task, (b) number of
attempts at completing a task, and (c) distribution of the issues causing errors according to the taxonomy by Cowan et al. [4].

simply repeated their original query, but louder or better articulated.
In one other case, a participant had to use two attempts, because
they tried to complete a multi-step interaction in a single step, cause
Siri to ignore the second step.What is evident from Figures 5a and
5b is that while it appears to be easy to find the right request for-
mulation for some tasks, they can still take many steps to complete.
In contrast, other tasks, such as the music task (#5), required many
attempts for successful completion even though final completion
only required few steps. The note task (#2) appears to have been the
easiest to complete with the lowest average step and attempt counts
and average completion time. An alternative to saying “Hey Siri”
is to press the Siri re-activation button, which only appears after
Siri has already been activated. Pressing this button can be used to
make Siri listen without having to start an entire session over, for
example after Siri’s response window has timed out. During the
Car-Siri condition, these button presses were always performed by
Experimenter 1. We did not include these button presses as explicit
attempts, but there were considerably more of them in the Car-Siri
at 32 compared to 3 button pressed in the Lab-Siri condition. This
suggests they are a meaningful alternative to saying “Hey Siri”,
even though they are not a legal option for solo drivers.

4.2 Effectiveness
In order to assess the effectiveness of Siri, we analyzed our video
and screen recordings for task completion and abandonment, and
performed a qualitative error analysis based on transcriptions of the
usability tests and post-test interviews. In the Car-Siri condition,
with five tasks attempted by each of the eight participants, we
recorded a total of 39 task completion attempts (one was lost from
the recordings). Of these 39 tasks, 82.0% (n = 32) were completed
successfully and 17.9% (n = 7) were abandoned. The weather (#4)
and music (#5) tasks were the ones that were most often abandoned,
although the inter-task differences are small because only 7 tasks
were abandoned in total.

When we compare these results to the other conditions, we can
see clear differences. In the Lab-Siri condition, only one participant
had to give up on a task, corresponding to 2.5% of all attempted
tasks, which is considerably lower than in the Car-Siri condition.
No participants ever had to abandon tasks in the Car-Manual and

Lab-Manual conditions, suggesting that using Siri while driving
is the least effective solution of all of them, and that effectiveness
is also impaired by having to drive a car and navigate the road
environment at the same time.

To better understand the reasons for having to attempt a task
multiple times or even abandoning a task, we performed an a priori
content analysis of their transcribed comments during the con-
trolled experiment and their relevant post-test interview. Our anal-
ysis is representative of the experience of novice IPA users, who
made up the majority of our participants. As our a priori categories,
we relied on the taxonomy of six key usability issues identified
by Cowan et al. [4]: (1) issues with supporting hands-free interac-
tion; (2) general problems with speech and accent recognition; (3)
problems with controlling third-party apps or services; (4) social
embarassment due to public use (not relevant for us due to our
setup); (5) the human-like nature of IPAs; and (6) issues related to
trust, data privacy, transparency, and ownership. Two additional
categories emerged from our analysis: (7) missed window of op-
portunity, for when responses to Siri timed out; and (8) lack of
experience with Siri’s capabilities.

Figure 5c shows that four of the eight usability issues plagued
interaction with Siri and that it was the use of Siri while driving
that most most problematic. Participants in the Car-Siri condition
were frustrated by timed-out response windows (#7) and problems
controlling Spotify (#3), but the overwhelmingmajority of problems
were due to problems with speech recognition (#2). A particularly
large gap was observed between female and male participants due
to the severe problems Siri had with recognizing female voices in
the car. No gender gap existed in the Lab-Siri condition, but in
Car-Siri it affected female participants’ performance on a variety
of measures: error rate, perceived effort, and completion times. As
a result, usability was measured and perceived to be much lower
for female participants. We speculate that this may be due to inter-
ference between the higher frequency of their vocal register and
the background noise(s) the car produces.

4.3 Learnability
We assigned our five tasks in random order to reduce the influ-
ence of fatigue or learning effects, so we could better determine



whether participant learned how to best interact with Siri during
the experiment. However, we could not find any evidence of users
getting better or faster at completing their tasks with Siri as the
controlled experiment progressed, which suggests that the short-
term learnability of Siri is not very high. We also examined whether
self-assessed technology adoption behavior and prior experience
with IPAs (and Siri in particular) had an influence on participants’
performance, but we found no evidence of this.

4.4 Satisfaction
Rubin and Chisnell [29, p. 4] define satisfaction as the absence of
frustrations. We have evidence of this from the facial expressions in
videos and from the post-test interviews. One participant described
the use of Siri as “an emotional roller-coaster”, that is, even though it
took a lot of effort, there was a certain satisfaction when successful.
There were also examples of participants thanking Siri or giving it
a thumbs up in the videos. We did not systematically analyse facial
expressions due to resource constraints, but the general impression
from looking through the videos is that the majority of statements
and expressions were negative or neutral. Statements from the post-
task interviews indicate that tasks were completed with ease and
with no frustrations in the Lab-Manual condition, but that some
participants experienced frustrations in Lab-Siri and that most
participants experienced frustrations in the Car-Siri condition.

4.5 Distraction
Arguably the most desirable aspect of Siri while driving would be
safety: if Siri offers a less distracting experience than manual inter-
action, that would make it both a legal and preferable experience.
Our main reason for using the eye-tracker for data collection was
to get a better understanding the level of visual distraction: how do
participants divide their visual attention between the road environ-
ment and the iPhone? One measure of visual attention are the gaze
points, which capture what the eye is looking with frequency of 200
Hz. A series of gaze points that are close in time and/or space consti-
tute a fixation, which represent the eyes locking towards an object.
By looking at the percentage of gaze points that were directed at the
iPhone, we can assess how much time participants spent looking at
their phone and how much time on the road environment. In the
Car-Siri and Car-Manual conditions our participants looked at the
iPhone 10.3% and 9.5% of the time, while in the lab, participants
spent 16.9% of their time looking at the phone. These numbers
suggest two things: (1) one might expect manual interaction to
require more time looking at the phone than voice interaction, but
this is not borne out by the evidence; and (2) that the driving task
requires more of their visual attention to be directed to the road
environment. In addition, in the Car-Siri condition, participants
showed more saccades, which indicates that their attention went
back and forth more often between the road environment and the
iPhone. This was not the case in the Car-Manual condition.

To assess the level of cognitive distraction, we used the NASA-
TLX instrument, which showed that using Siri imposed a much
higher cognitive load. Participants rated their experience in these
two conditions as much more cognitively demanding on a scale
of 0-100 (where higher is more cognitively demanding) with av-
erage scores of MCar-Siri = 62.0 (SD = 18.0) and MLab-Siri = 66.0
(SD = 20.0) respectively. Surprisingly, participants in the Lab-Siri

conditions found Siri to be slightly more cognitively demanding,
although we did not check for statistical significant differences
because of the small sample size (n = 8). Cognitive load of manual
phone interactionwasmuch lower atMCar-Manual = 34.0 (SD = 8.0)
and MLab-Manual = 40.0 (SD = 20.0) respectively, which is likely
due to the large gap in experience with the two interaction types.

The impact of bio-mechanical distraction is difficult to assess,
because participants were not allowed to touch their phones during
any of the driving experiments. However, Siri’s response windows
timed out frequently in the car, and an experimenter had to press the
home button to re-activate Siri. In a real-world scenario this would
constitute a bio-mechanical distraction. As for auditory distraction,
we did not test for this explicitly, but we expect the sound produced
by Siri to be at the same level as a regular passenger conversation
and to therefore not have a meaningful effect on driving.

5 DISCUSSION & CONCLUSIONS
In this paper we presented the results of a study designed to eval-
uate how usable and how safe the use of Siri when driving a car,
the kind of natural, hands-free settings that IPAs are designed to
support. Here, we discuss our findings with regard to influences of
interaction type and context on the perceived usability and distrac-
tion levels. We also suggest potential design solutions as well as
avenues for future work.

5.1 Interaction type
Our first research question focused on the comparison between
the use of Siri while driving compared to manual interaction with
the smartphone. To avoid unsafe and illegal situations, we adjusted
the latter scenario by requiring participants to pull over and park
before being allowed to manually operate the phone. Earlier studies
have shown that our setup for manual interaction with the iPhone
while driving does not represent a 100% realistic scenario: unfor-
tunately, many drivers operate their mobile phone directly while
driving instead of pulling over first—something that several of our
participants also admitted to doing occasionally. We are aware that
this does affect the ecological validity of our comparison to a degree,
but not taking this precaution would have been unethical.

Through a mixed methods approach, we found that, as expected
perhaps, Siri’s usability was considerably lower than manual in-
teraction, partly due to a large experience gap between the two
interaction types, but also due to specific usability issues with Siri.
Participants in the Car-Siri condition were slower and made more
errors and attempts at task completion than in the Car-Manual
condition, and they abandoned nearly one in five of their tasks com-
pletely. Participants also found that using Siri was more demanding
mentally and required more effort to use, which is bad news for an
interaction style that is supposed to reduce cognitive distraction.
We also found this was worse for less experienced drivers, who are
precisely the group that should not be overburdened when driving.
In contrast, our male participants with higher than average driving
experience and knowledge of the neighborhood in which the driv-
ing tests took place, found Siri easier to use and more usable. This
suggests that having a mental surplus due to experience could have
offset Siri’s usability problems. It would be interesting to compare
different levels of cognitive load in more detail to determine where
Siri becomes an asset as opposed to a distraction.



Apart from the obvious added auditory distraction that comes
with conversational interaction, the level of visual distraction did
not decrease when using Siri, as too much time was spent on con-
firming input and reading output messages. In addition, it appears
that the human habit of looking at your conversational partner
also translates to looking at Siri when interacting with her, at least
for novice users—something that applies to the majority of us at
this stage in IPAs’ technology adoption lifecycle [2]. Based on our
findings, we can conclude that using Siri while driving is not a safer
and less distracting alternative to manual phone use.

5.2 Interaction context
Through our second research question, we aimed to investigate how
interaction with Siri is impacted by the driving process compared to
interacting with Siri in a controlled setting where this interaction is
the primary and only task for the user. Having to interact with Siri
in addition to driving a car certainly seemed have hurt its perceived
usability among our participants, which is reflected in considerably
longer task completion times as well as the number of abandoned
tasks, which was a factor seven higher in the Car-Siri condition.
This suggests that Siri has not been adequately adapted to and
designed for use in a driving context yet. When comparing manual
interaction in different contexts we do not see the same differences:
manual interaction was equally effective in both conditions and
lower task completion times were mostly due to the need to find
parking in the Car-Manual condition, although we cannot rule
out that part of the difference was due to a residual cognitive load
brought on by driving [34], although we did not test for this.

Another driving-specific issue with Siri is that user utterances
are normally displayed on-screen so the user can check them; any
results lists produced by Siri in response to a question are typi-
cally presented in the same way. However, relying on such visual
feedback could lead to serious visual distractions when driving. A
possible solution to this could be to read back the user’s input and
results to them instead of showing it on-screen.

Siri offers a limited temporal window for user responses after
being activated using “Hey Siri’, whichwas a source of frustration in
theCar-Siri condition. If a participant temporarily had to focusmore
on the road environment, Siri would often time out, forcing the user
to start over. This problem did not exist in the Lab-Siri condition.
Allowing for more time to formulate questions and replies so time-
outs are less frequent would be a good idea when interacting with
Siri while driving. This matches the findings of Hoedemaeker and
Neerincx [15], who argue that it is important to properly attune in-
car interfaces to the momentary cognitive load spikes that naturally
occur while driving. In general, even when not used in the Apple’s
official CarPlay mode, Siri should be more aware of the context and
automatically adapt its interaction and feedback mechanisms when
used in a hands-free context.

One of our more peculiar findings was related to a gender gap
in the Car-Siri condition: on all dimensions—error rate, perceived
effort, completion times—female drivers experienced considerably
lower usability of Siri due to the speech recognition problems.While
there were no differences between the two genders in the Lab-Siri
condition in terms of speech recognition quality, female drivers
had the hardest time getting Siri to understand them correctly. We
speculate that this may be due to interference between the higher

frequency of their vocal register and the background noise(s) the car
produces. Despite our best efforts, it is possible this was a specific
fluke of our experimental setup, but this potential gender gap in
performance and satisfaction merits further study.

Regardless of the interaction context, Siri has several other seri-
ous usability problems in Danish, that were also encountered by
Bogers et al. [2]. For instance, we also found issues with multi-
lingual speech recognition. Tasks that required the user to include
English named entities in their Danish request were prone to being
misunderstood by Siri’s Danish speech recognition model. An ex-
ample of this was task 5, where participants had to ask Siri to play
the English song “Billie Jean“, which the Danish speech recogni-
tion model could only recognise when pronounced with a Danish
accent. This resulted in increased levels of frustration among par-
ticipants as it took them more attempts and more time to correct
Siri and complete their tasks. Such frustration can easily lead to
cognitive distractions and can be dangerous when driving a car.
One possible way of improving (multi-lingual) speech recognition
for non-English languages could be to train those models in mixed-
language settings. This could, for instance, include modeling the
pronunciation of the most popular English expressions and named
entities (e.g., movies, TV shows, celebrities, and sports teams) to
ensure their accurate recognition. Future research should focus on
a more controlled evaluation of how tolerant different IPAs are
of mixing multiple languages. Evaluating IPAs in languages other
than English could also add to our understanding of how usable
IPAs are non-Anglo-Saxon parts of the world.

Another serious usability problem of Siri and other IPAs—and
one also reported by Bogers et al. [2]—is the limited memory and
understanding of context that Siri possesses. Multi-stage tasks
are poorly supported by Siri, because it has limited capabilities
to remember information from previous interactions or resolve
anaphoric expressions referring back to an earlier interaction. This
severely impacted user satisfaction and would be worth focusing
on in future IPA development.

Finally, some other interesting ideas for future work would be
to perform large-scale tests in a driving simulator to achieve a per-
haps better trade-off between safety and realism. A test of Apple’s
CarPlay integration would also be interesting as well as usability
testing of IPAs in other hands-free settings.

5.3 Conclusions
Due to all of the aforementioned challenges and limitations, we
believe that, while legal, Siri is not yet a safer alternative to manual
mobile phone use while driving. It is likely that this also extends to
other IPAs, given the small differences in terms of usability between
IPAs uncovered in the related work [18, 23]. While Siri may provide
a hands-free experience to users, the added distraction and reduced
situational awareness means that it is certainly not an eyes-free
experience. Given that prior work has shown that there is little
difference in terms of safety between using mobile phones hand-
held or hands-free [16], perhaps it would be most prudent from a
safety perspective to outlaw all mobile phone use while driving,
regardless of the interaction method. Unfortunately, related work
also shows that over time people tend to revert to their old illegal
habits [27]. This makes it even more important to make sure that
alternatives such as Siri are usable and safe for use.
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