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ComplexRec 2018 Preface

Preface

This volume contains the papers presented at the RecSys 2018 workshop Recommendation in Complex
Scenarios (ComplexRec 2018) held on October 7, 2018 at the Parq Vancouver, in Vancouver, Canada.

State-of-the-art recommendation algorithms are typically applied in relatively straightforward and
static scenarios: given information about a user’s past item preferences in isolation, can we predict
whether they will like a new item or rank all unseen items based on predicted interest? In reality,
recommendation is often a more complex problem: the evaluation of a list of recommended items
never takes place in a vacuum, and it is often a single step in the user’s more complex background task
or need. These background needs can often place a variety of constraints on which recommendations
are interesting to the user and when they are appropriate. However, relatively little research has been
done on how to elicit rich information about these complex background needs or how to incorporate
it into the recommendation process. Furthermore, while state-of-the-art algorithms typically work
with user preferences aggregated at the item level, real users may prefer some of an item’s features
more than others or attach more weight in general to certain features. Finally, providing accurate and
appropriate recommendations in such complex scenarios comes with a whole new set of evaluation
and validation challenges.

The current generation of recommender systems and algorithms are good at addressing straight-
forward recommendation scenarios, but the more complex scenarios as described above have been
underserved. The ComplexRec 2018 workshop aims to address this by providing an interactive venue
for discussing approaches to recommendation in complex scenarios that have no simple one-size-fits-all
solution.

The workshop program contains a set of position and research papers covering many complex as-
pects of recommendation in various scenarios. There were 14 submissions. Each submission was
reviewed by at least 3 program committee members. The committee decided to accept 7 papers (ac-
ceptance rate 50%).

We thank the program committee members for their timely and constructive reviews. We gratefully
acknowledge the support of EasyChair for organizing paper submission and reviewing and producing
the proceedings.

August 28, 2018 Casper Petersen
Copenhagen Toine Bogers

Marijn Koolen
Bamshad Mobasher

Alan Said
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ABSTRACT
Over the past decade, recommendation algorithms for ratings pre-
diction and item ranking have steadily matured. However, these
state-of-the-art algorithms are typically applied in relatively straight-
forward scenarios. In reality, recommendation is often a more
complex problem: it is usually just a single step in the user’s more
complex background need. These background needs can often place
a variety of constraints on which recommendations are interesting
to the user and when they are appropriate. However, relatively little
research has been done on these complex recommendation scenar-
ios. The ComplexRec 2018 workshop addresses this by providing
an interactive venue for discussing approaches to recommendation
in complex scenarios that have no simple one-size-�ts-all solution.

KEYWORDS
Complex recommendation
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Toine Bogers, Marijn Koolen, Bamshad Mobasher, Alan Said, and Casper
Petersen. 2018. 2nd Workshop on Recommendation in Complex Scenarios
(ComplexRec 2018). In Proceedings of Twelfth ACM Conference on Recom-
mender Systems, Vancouver, BC, Canada, October 2–7, 2018 (RecSys ’18),
3 pages.
DOI: 10.1145/3240323.3240332

1 INTRODUCTION
Over the past decade, recommendation algorithms for ratings pre-
diction and item ranking have steadily matured, spurred on in part
by the success of data mining competitions such as the Net�ix
Prize, the 2011 Yahoo! Music KDD Cup, and the RecSys Challenges.
Matrix factorization and other latent factor models emerged from
these competitions as the state-of-the-art algorithms to apply in

Permission to make digital or hard copies of all or part of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for pro�t or commercial advantage and that copies bear this notice and the full citation
on the �rst page. Copyrights for components of this work owned by others than ACM
must be honored. Abstracting with credit is permitted. To copy otherwise, or republish,
to post on servers or to redistribute to lists, requires prior speci�c permission and/or a
fee. Request permissions from permissions@acm.org.
RecSys ’18, Vancouver, BC, Canada
© 2018 ACM. 978-1-4503-5901-6/18/10. . . $15.00
DOI: 10.1145/3240323.3240332

both existing and new domains. However, these state-of-the-art
algorithms are typically applied in relatively straightforward and
static scenarios: given information about a user’s past item pref-
erences in isolation, can we predict whether they will like a new
item or rank all unseen items based on predicted interests?

In reality, recommendation is often a more complex problem:
the evaluation of a list of recommended items never takes place in a
vacuum, and it is often only a single step in the user’s more complex
background task or need. These background needs can often place
a variety of constraints on which recommendations are interesting
to the user and when they are appropriate. However, relatively little
research has been done on how to elicit rich information about
these complex background needs or how to incorporate it into
the recommendation process. Furthermore, while state-of-the-art
algorithms typically work with user preferences aggregated at the
item level, real users may prefer some of an item’s features more
than others or attach more weight in general to certain features.
Finally, providing accurate and appropriate recommendations in
such complex scenarios comes with a whole new set of evaluation
and validation challenges.

The current generation of recommender systems and algorithms
are good at addressing straightforward recommendation scenar-
ios, yet more complex scenarios as described above have been
underserved. The ComplexRec 2018 workshop addresses this
by providing an interactive venue for discussing approaches to
recommendation in complex scenarios that have no simple one-
size-�ts-all solution. It is the second edition of this workshop,
after a successful �rst edition in 2017 [5]. In addition to this �rst
edition, other workshops have also been organized on related top-
ics in recent years. Examples include the CARS (Context-aware
Recommender Systems) workshop series (2009-2012) organized in
conjunction with RecSys [1–4], the CARR (Context-aware Retrieval
and Recommendation) workshop series (2011-2015) organized in
conjunction with IUI, WSDM, and ECIR [6–9, 12], as well as the
SCST (Supporting Complex Search Tasks) workshop series (2015,
2017) organized in conjunction with ECIR and CHIIR [10, 11].
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2 FORMAT & TOPICS
ComplexRec 2018 will be organized as an interactive, half-day work-
shop. The workshop will start with two paper sessions, for which
short papers and position papers of 2-4 pages in length were so-
licited. Accepted submissions will be invited for short 10-minute
presentations with equal time for discussion. Evaluation crite-
ria for acceptance include novelty, diversity, signi�cance for the-
ory/practice, quality of presentation, and the potential for sparking
interesting discussion at the workshop. All submitted papers were
reviewed by the program committee.

The second half of the workshop is planned to feature an industry
panel, dealing with the issues of recommendation in complex real-
world scenarios. Finally, the workshop will also feature a keynote
presentation, to be shared with the related KARS 2018 workshop
on knowledge-aware and conversational recommender systems
workshop, which takes over after the ComplexRec workshop ends.

2.1 Topics of interest
Relevant topics for the ComplexRec workshop included:

• Task-based recommendation (Approaches that take the
user’s background tasks and needs into account when gen-
erating recommendations)

• Feature-driven recommendation (Techniques for elicit-
ing, capturing and integrating rich information about user
preferences for speci�c product features)

• Constraint-based recommendation (Approaches that
successfully combine state-of-the-art recommendation al-
gorithms with complex knowledge-based or constraint-
based optimization)

• Query-driven recommendation (Techniques for elicit-
ing and incorporating rich information about the user’s
recommendation need (e.g., need for accessibility, engage-
ment, socio-cultural values, familiarity, etc.) in addition to
the standard user preference information)

• Interactive recommendation (Techniques for success-
fully capturing, weighting, and integrating continuous user
feedback into recommender systems, both in situations of
sparse and rich user interaction)

• Context-aware recommendation (Methods for the ex-
traction and integration of complex contextual signals for
recommendation)

• Complex data sources (Approaches to dealing with com-
plex data sources and how to infer user preferences from
these sources)

• Evaluation & validation (Approaches to the evaluation
and validation of recommendation in complex scenarios)

3 WORKSHOP SUBMISSIONS
A total of 14 papers were submitted to the workshop, which were
all reviewed by a program committee of international experts in
the �eld. Of these papers, 7 were accepted for presentation at the
workshop, resulting in an acceptance rate of 50%. The accepted
papers cover a range of topics.

De Pessemier et al. attempt to recommend to users which football
games to bet on, which team to bet on and how much money to
bet based on personal preference of risk and pro�t potential using

a prototype recommendation tool based on di�erent classi�cation
models. Their results show e.g. that the betting strategy (which
game to bet on) �uctuate substantially, and that SVM and Random
Forest classi�ers are the most useful classi�cation models.

Ringger et al. propose a home recommendation engine: which
homes to recommend for purchase to a user. By combining collaborative-
�ltering and content-based recommendations, their results show a
positive impact of home recommendation on website metrics such
as click-through rate.

Drushku et al. seek to help users complete their reports in SAP by
grouping queries coming from di�erent documents, that all together
bring more information than a ranked list of independent queries.
Their results demonstrate that considering short and long-term
user pro�les, as well as an order on the queries, are essential.

Qian et al. propose an extension of the PRMF model to generate
repeat consumption recommendations incorporating the usersâĂŹ
tendency to repeat. Using the Tafeng dataset, their evaluation,
overall, shows improvements over conventional models, though
for di�erent tendencies to repeat the results �uctuate more.

Loepp and Ziegler recommend personalised running routes based
on users’ preferences, goals and background. Route recommenda-
tions are ranked according to an overall score based on 12 di�erent
criteria such as length and pedestrian friendliness. Their recom-
mendation engine is implemented in an app and evaluated as a
proof-of-concept where users reported that their approach is over-
all valid and appreciated by the app’s users.

Anelli et al. present a framework that exploits the local popu-
larity of items combined with temporal information to compute
personalised top-N recommendations by considering a user’s neigh-
bours. Their approach is evaluated on three datasets and found to
be the best-performing compared to multiple item-based baselines.

Ekstrand et al. consider how to help teachers locate resources
for use in classroom instruction using recommendations and in-
formation retrieval technology. Through interviews with teachers,
they learn that there are multiple stakeholders, objectives and re-
sources that exist and have to be balanced by the teacher for such
technology to be e�ective.

4 WEBSITE & PROCEEDINGS
The workshop material (list of accepted papers, invited talk, and the
workshop schedule) can be found on the ComplexRec workshop
website at http://complexrec2018.aau.dk/. The proceedings will be
made available online and linked to from the workshop website. A
summary of the workshop will appear in SIGIR Forum to increase
cross-disciplinary awareness of recommender systems research.
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ABSTRACT
The outcome of sports games, such as football, is non-deterministic
since it is subject to many human actions of players and referees,
but also injuries, accidents, etc. Betting on the outcome is becom-
ing increasingly popular which is reflected by the growing sports
betting market. This research tries to maximize profit from sports
betting on football outcomes. Predicting the outcome can be con-
sidered as a classification problem (Home team/Draw/Away team).
To decide on which games to bet (betting strategy) and the size
of the stake of the bet (money management), recommendations
can be provided based on personal characteristics (risk taking/risk
averse). Profitable ternary classifiers were found for each of the five
major European football leagues. Using these classifiers, a personal
assistant for bettors was engineered as a recommendation tool. It
recommends the betting strategies and money management sys-
tems that were the most profitable in recent history and outputs
the game outcome probabilities generated by the classifier.

CCS CONCEPTS
• Information systems→ Information systems applications;
Data analytics; Data mining;

KEYWORDS
Sports betting, Recommendation, Classification, Data mining
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1 INTRODUCTION
Football, also called association football or soccer in some countries,
is the most popular sport internationally. But, it is also a sport that
can be very difficult to predict because of a whole series of factors
that can influence the outcome: current performance and motiva-
tion of the 11 players per team on the pitch, and some additional
substitutes, decisions made by the players, interactions between
players, decisions of coaches and referees, injuries, etc. Therefore,
an increasing share of the multi-billion dollar gambling industry is
directed to betting on the outcome of football games. Both academi-
cal researchers and industrial organizations have a growing interest
in the football odds to predict the outcomes thereby profiting from
potential market inefficiencies. Most of them focus on football game

ComplexRec 2018 Second Workshop on Recommendation in Complex Scenarios, October
7, 2018, Vancouver, Canada.
2018. ACM ISBNCopyright for the individual papers remains with the authors. Copying
permitted for private and academic purposes. This volume is published and copyrighted
by its editors..

forecasts and the main objective is often the accuracy of the pre-
diction model, i.e. the fraction of correctly predicted outcomes of
football games.

In commercial applications, bookmakers take their share before
paying out the winning bets, i.e. the profit margin. In case of a
balanced book (e.g. approximately the same amount of money is
bet on both outcomes of a fifty-fifty bet) their profit is assured. In
case of unbalances, bookmakers might have to pay out more than
what was staked in total, or they earn more than was expected.
To avoid unbalances, bookmakers allow their odds to dynamically
change in proportion to the amount of money staked on the possible
outcomes to obtain amore robust book. However, if the bookmakers’
odds are significantly deviating from the true event probabilities,
these faulty odds provide opportunities to make profit from the
bets. Research has shown that the odds of individual bookmakers
suffer from these deviations, implying that the gambling market is
inefficient [5].

This paper goes further than finding a model with a good accu-
racy and also considers the profitability of the prediction model (rel-
ative to market odds) as an assessment tool . To achieve a profitable
model, market odds have to be sufficiently less accurate relative to
those generated by the prediction model so that the bookmakers’
profit margin can be overcome [7]. The expected profit is calcu-
lated based on the discrepancy between the output of the prediction
model and the market odds. Only a few research initiatives consider
profitability, on top of that, this paper proposes a personal assistant
that provides recommendations for betting (which game and which
stake), instead of predicting every game.

2 RELATEDWORK
Game results and scores have been modeled since the eighties.
Maher [15] proposed a Poisson model, in which home and away
scores are modeled independently. Lots of improvements on this
model have been published since then, such as incorporating time,
giving weights to different kinds of scores etc [8]. Besides, the
influence of home advantage on the outcome of the game has been
proven [7]. Many researchers have investigated features andmodels
to figure out the dependencies between the historic statistics and
game results [2, 16, 17]. It has been proven that accuracies above
54% can lead to guaranteed net profit [19], if bettors use an adequate
betting method and money management system - assuming that
the bookmakers use a moderate profit margin. Neural network,
naive Bayes, random forest, and multinomial logistic regression
classifiers succeed to achieve accuracies up to 55% [2, 20].

However, it is necessary to consider both accuracy and profit
to get the full informative and practical sense of a model’s perfor-
mance [4, 6]. To calculate the possible profit a model could generate,
its predicted outcome probabilities have to be compared to the pub-
lished odds. Bookmakers’ published odds have multiple times been
shown to be good forecasts for game outcomes [9, 19, 20] and
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have been called “the golden odds” for exactly that reason. Studies
suggest that bookmakers acquire extra information that exceeds
the historical game data available for the public, improving their
published odds [6].

Multiple ways exist one can go about betting and choosing the
size of the stakes - so called betting strategies and money man-
agement systems [1, 13, 14], each with a potential profit and an
associated risk. Many studies have been focused on prediction ac-
curacy, thereby neglecting the betting decision users have to make.
This paper goes further and proposes how recommendations can
assist bettors in their choices: on which game to bet? (betting strat-
egy), how much to bet? (money management), and on which team
to bet? (outcome prediction).

3 DATA
Historical data about football games can be retrieved through a
sports data provider. For this research the API of SportRadar.com
was used. Historical data was fetched for five major national profes-
sional European leagues: the Spanish LaLiga, the English Premier
League, the Italian Serie A, the German Bundesliga, and the Belgian
Pro League. For each league, data were fetched for all games since
the 2011/2012 season until the end of 2017 (middle of the 2017-
2018 season). Besides statistics about the football games, the data
provider also specifies probabilities about the outcomes of games
without profit margins. In this research, 109 different features were
considered. Most of them are available for both the home playing
team (HT) and the away playing team (AT). In addition, some fea-
tures are specific for the past confrontations of the two teams, also
called head-to-head games (H2H).

• Recent Game Results. To predict the outcome of a game, a set of
obvious features represents the outcome of the most recent game(s)
of the teams: win, draw or loss. For each prediction of a game
between a specific home team and a specific away team, the most
recent games played by the home team (HT Recent Games) as well
as the most recent games of the away team (AT Recent Games) are
considered. In addition, the most recent confrontations between
home and away team are a feature (H2H Recent Games).

• Goal (Difference). The difference in goals (scored goals minus against
goals) during the most recent games is used to estimate the effec-
tiveness of the team. A strictly positive number means that the
considered team won, whereas a strictly negative number indicates
a loss. Zero stands for a draw. Large differences in the number
of goals reflect large performance differences between the teams.
Besides, for each team also the absolute number of scored goals is
a feature.

• Ranking. The number of points that the team won in the national
league during the current season is a measure for its performance
(win=3,draw=1,loss=0 points). To compensate for a different num-
ber of games played by different teams, the number of points is
divided by the number of games played by the team in that league.

• Fatigue. Consecutive games might exhaust a team, and cause a poor
performance in the next game. The number of games played by
the team in the last couple of weeks is used as an indicator for the
fatigue of the team. Also the distance that the away team has to
travel is used as a feature, since long trips may fatigue the team.

• Historical game statistics. Many game statistics of the previous
games can be an indicator of a well or poorly performing team.
The following were considered: ball possession, free kicks, shots on
target, shots off target, shots saved, offsides, yellow cards, yellow-
red cards, red cards, corners, successful passes, successful crosses,
successful duels, and created chances.
Many of these statistics (such as recent game results, goal difference,
or historical game statistics) can be aggregated over a longer period
of time, or aggregated over multiple games to obtain a more reliable
value. The results of the 5 most recent and 10 most recent games
were considered (older games are considered as less relevant). E.g. a
feature can aggregate the amount of goals made by the team during
the last 10 games.

4 FEATURE SELECTION
Football games are characterized by a rich set of features, and for
each team the past performance is available as the outcome of pre-
vious games. An important research question is: Which of these
features (based on historical records) are correlated to the outcome
of the game that has to be predicted? For feature selection, four
algorithms of the WEKA workbench [10, 18] were used: OneR, In-
foGain, GainRatio and Correlation. The OneR algorithm assesses
the importance of each feature by evaluating the corresponding
one feature classifier, and ranking all these classifiers. InfoGain
evaluates the worth of a feature by measuring the information gain
with respect to the class. GainRatio is similar but measures the in-
formation gain ratio. So, both algorithms are evaluating how much
a feature reduces the entropy. The Correlation ranker calculates
the Pearson correlation between the feature and the result class, i.e.
a linear relationship between both is searched.

Table 1 shows the features with the highest information gain
according to the InfoRatio algorithm. The results of the other al-
gorithms are consistent. These results show that features derived
from the goal differences in the recent past are the most important.
In addition, the recent game results of both teams, and the results
of the H2H games provide a significant information gain. Also the
ranking of both teams in the national league can be used to predict
the game result. The absolute number of goals scored by both teams
has a lower information value as well as the results of the last H2H
games. Noteworthy, none of the historical game statistics and none
of the features reflecting the fatigue of the team was found to have
a significant information gain.

5 GAME OUTCOME PREDICTION
The goal of themodel is to predict which teamwins the game (Home
team/Draw/Away team). This is tackled as a classification problem
with unbalanced classes because of the home advantage [15] (Ap-
proximated probabilities based on historical data: 45% Home team,
25% Draw, 30% Away team). While cross validation is considered to
be the standard evaluation method, it does not reflect a realistic sce-
nario for sport predictions where the date of the game is important.
Cross validation would allow the classifier to find dependencies
that cannot be replicated outside the training and evaluation phase.
Therefore, a more realistic evaluation approach is adopted by split-
ting the labeled data thereby remaining the chronological order
of the games. An 80% split is used, which means the most recent
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Attribute Information Gain
HT Goal Difference - 10 most recent games 0.0398
H2H Goal Difference - 10 most recent games 0.0379
H2H Goal Difference - 5 most recent games 0.0361
HT Ranking 0.0358
HT Recent Game Results - 10 most recent games 0.0356
AT Goal Difference - 10 most recent games 0.0352
HT Goals Made - 10 most recent games 0.0312
HT Goal Difference - 5 most recent games 0.0310
H2H Recent Game Results - 10 most recent games 0.0303
AT Ranking 0.0297
AT Goals Made - 10 most recent games 0.0293
H2H Recent Game Results - 5 most recent games 0.0284
AT Goal Difference - 5 most recent games 0.0277
AT Recent Game Results - 10 most recent games 0.0275

Table 1: Features with the highest information gain.

20% of the games is predicted with models that were trained on the
oldest 80%.

To avoid overfitting, three feature reduction methods are tested
to reduce the number of features to 25. The first method is based
on the Pearson correlation. Features are ranked by their correlation
with the game outcome, and only the 25 features with the highest
correlation values are used for classification. The GainRatio method
works similar and only keeps the 25 features that have the highest
information gain. Principal Component Analysis is amore advanced
method and transforms the 109 features into a reduced set of 25
new features which are a combination of the original features.

To measure the accuracy improvement of complex classifiers,
two simple, baseline predictors were used. ZeroR uses none of the
features and predicts the majority result class for every record. So,
ZeroR always predicts the home team to be the winner of every
game. OneE is a predictor based on one feature, the feature that
produces the smallest error for the training set. For the other pre-
dictors, different classifiers available in WEKA and LibSVM [3] are
used.

• Support Vector Machines (SVM) are non-probabilistic binary linear
classifiers. The used SVMs of WEKA are trained using Sequen-
tial Minimal Optimization (SMO). In addition, the C-SVC (Support
Vector Classifier) type of LibSVM is used. Different kernels are eval-
uated: linear kernels, polynomial kernels (standard and normalized
version), sigmoid kernels, RBF (radial basis function) kernels, and
PUK (Pearson function-based universal) kernels.

• Naive Bayes Classifiers are probabilistic classifiers with the assump-
tion that features are independent (WEKA).

• Multi Layer Perceptrons (MLP) are feedforward neural networks uti-
lizing backpropagation as supervised learning technique (WEKA).

• Random Forest is an ensemble technique using multiple learning
algorithms to obtain less overfitting and better predictive perfor-
mance (WEKA).

• Bagging is a bootstrap ensemble method. As a base learner, it uses
REPTree, a decision tree based on information gain.

• Simple Logistic Regression estimates the probability of a binary
outcome using a logistic function. For fitting the logistic models,
LogitBoost (ensemble algorithm) with simple regression functions
as base learners is used (WEKA).

Table 2 lists the accuracy of the different prediction models
based on data of the five national football leagues. Each predictor
was evaluated with the full set of 109 features (Full), and with
reduced sets of 25 features. These reduced sets are generated using
the GainRatio (GR), Correlation (Corr.) or Principal Component
Analysis (PCA) technique. All results above 53.50% are in bold, since
these models are useful in view of generating profit [19]. Simple
classifiers, such as OneR, provide already an accurate baseline, as
is common for classification problems [11]. The best result (54.37%)
was obtained using RandomForest.

Model Full GR Corr. PCA
ZeroR 47.46% - - -
OneR 52.29% (ht_goal_diff10)

SMO (PolyKernel) 52.54% 52.95% 53.001% 53.81%
SMO (Norm.PolyKernel) 48.62% 53.15% 53.10% 52.84%

SMO (RBFKernel) 52.14% 52.54% 52.54% 47.46%
SMO (Puk) 48.16% 53.51% 53.81% 49.44%

C-SVC (sigmoid) 53.71% 53.20% 53.45% 53.71%
C-SVC (polynomial) 53.76% 52.54% 52.44% 46.38%

C-SVC (radial) 52.95% 53.81% 53.71% 53.96%
C-SVC (linear) 53.15% 52.79% 52.84% 53.76%

NaiveBayes 27.00% 49.79% 50.40% 26.75%
MLP 51.93% 53.30% 53.20% 52.89%

RandomForest 53.96% 53.71% 54.37% 52.54%
Bagging 47.45% 47.45% 47.45% 47.45%

SimpleLogistic 52.89% 52.89% 52.89% 52.84%
Table 2: Accuracy of the predictors for data of all leagues.

The analysis was repeated for each league separately, since most
teams do not play (often) against teams of other leagues. Support
vector classifiers (C-SVC of LibSVM) showed to be the most con-
sistent models over the leagues. Table 3 shows the most accurate
model per league, together with the Kernel, the optimal value of
the complexity parameter C, and the used technique to reduce the
number of features. Large accuracy differences were witnessed over
the different leagues. The highest accuracy was achieved for the
Premier League, followed by the Serie A and LaLiga.

6 BETTING RECOMMENDATIONS
The accuracy results of Section 5 are calculated as if a bet was
placed on every game. However, better results, in terms of accuracy
and profit, can be achieved by holding off on some of the more
uncertain bets. Therefore, different betting strategies can be con-
sidered. Bettors typically have their own preferences or decision
rules to decide on a bet. Often these decisions are driven by the risk
users are willing to take.

• Published favorites. This simple, baseline strategy is to always bet
on the team that is the favorite, according to the published odds.

• Predicted favorites. This strategy always bets on the team that is
the favorite, according to the predicted odds. If the model is more
accurate than the published odds, this strategy can be profitable.

• Predicted safe favorites. A bet will only be placed if one of the
teams is the clear favorite. In this experiment, betting is done if
the probability that the favorite wins is at least 10% higher than
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League Accuracy Kernel C Reduction technique
LaLiga 55.30% linear 0.5 PCA
Premier League 60.09% radial 1 GainRatio/Corr.
Serie A 57.83% linear 0.125 None
Bundesliga 51.87% sigmoid 4.0 None
Pro League 49.52% radial 2.0 GainRatio

Table 3: The LibSVM parameters with the highest accuracy.

the other game outcomes. This strategy is more robust and often
recommended to risk-averse users.

• Playing the odds.This is a commonly-used term in the betting jargon.
If users suspect that the odds of a game published by the bookmaker
are not correct, they bet on the game. This incorrectness can be
estimated by comparing the published odds with the estimated
probabilities of the model. Bets will be placed on outcomes that are
underestimated by the bookmaker, but only if the probability of
the prediction model is at least 10% higher than the probability of
the bookmaker. Since this strategy also bets on underdog teams, it
is recommended to users who are willing to take more risk with
the perspective of a higher profit.

• Home underdogs. Bets are made if the away playing team is the
favorite and the difference in probability between the home and
away playing team is at least 10%. Because of the bookmakers’
bias towards higher ranked teams (favorites), this strategy can
be profitable [5]. Bookmakers often overestimate the odds of the
favorite team, and underestimate the effect of the home crowd of
the underdog. Since this strategy always bets on underdog teams,
it is recommended to users who take big risks.

Besides recommendations for deciding on which games to bet
(betting strategy), users can get recommendations for the size of the
stake of the bet (money management). The output of the different
money management (MM) strategies is a real number between 0
and 1, which can be multiplied by the maximum amount of money
the user wants to spend per bet.

• Unit bet (UB). In this simple strategy, every bet gets the same stake,
1. This is a high risk, high reward MM strategy, since bets with a
high risk get a high stake and thus a high potential profit.

• Unit return (UR). This strategies determines the stake size based
on the odds to obtain equal unit sized returns. So, each winning
bet yields the same amount of money, 1. UR is recommended to
risk-averse users since risky bets receive a lower stake.

• Kelly Ratio (KR). This strategy is typically used for long term growth
of stock investments or gambling [12]. The strategy is based on
the difference between the model’s estimated probabilities and the
bookmaker’s odds, and is therefore similar to playing the odds.
If the model’s probability is much higher than the bookmaker’s
odd, the bet is placed with a high stake. This strategy focuses on a
consistent profit growth in the long term.

To evaluate the betting and MM strategies, a simulation is per-
formed based on historical data. A fixed profit margin of 7.5% (This
is an upper bound for realistic profit margins) is used to calculate
the bookmaker’s odds from the probabilities without profit margin.
Again, the most recent 20% of the games are used for evaluation.
Figure 1 shows the results of the different betting andMM strategies
obtained with the best model for the Premier League (SVM with

SMO and RBF Kernel). Playing the odds as betting strategy and
unit bet as MM strategy showed to have the highest profit. The
total profit after about 340 bet opportunities is 29.48 times the unit
stake. However, this combination of strategies is characterized by
strong fluctuations. A more risk-averse user can be recommended
to use playing the odds in combination with UR or KR. Voting for
the underdog was not profitable.

This analysis was repeated for the other leagues as well. Playing
the odds and UB showed to have the highest profit potential; but
for some seasons/leagues also big losses were made. This indicates
that another strategy might be optimal for each league, but also
that the results are strongly influenced by the game outcomes.

To demonstrate the prediction models, an interactive tool (called
the betting assistant) generating rule-based recommendations for
sports betting was developed. Users first specify their risk profile,
which determines their matching betting and MM strategy. Option-
ally, they can specify their betting preferences such as the league.
Subsequently, users get recommendations for football games to
bet on, together with a recommendation for the size of their stake
(value ranging from 0 to 1). Then, it is up to the user to accept the
betting advice or not.

Figure 1: The evolution of different betting strategies.

7 CONCLUSIONS
Predicting the outcome of football games is a research topic with a
growing interest. Various prediction models are assessed for this
classification problem based on data of five European leagues. The
game predictions are used in a prototype recommendation tool
that suggests users on which game to bet (betting strategy), on
which team (prediction outcome), and how much to bet (money
management) depending on their personal preferences regarding
risk and profit potential. These prediction models might be applied
to other domains as well, such as predicting stock prices, or the
outcome of elections. In future work, we will investigate the causal-
ity between game features (such as number of offsides, free kicks,
etc.) and the game outcome in order to identify the drivers of the
game’s outcome. These drivers may expose the weaknesses of a
team, which can be used by the team’s coach to focus on specific
tactical aspects during training sessions.
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ABSTRACT 
Finding a home for purchase is a complex problem 
requiring reliable data, a non-trivial amount of time, and 
(often) good human assistance. Despite the dynamic nature 
of the vibrant housing market, the rarity of individual 
purchases, and the variety of a user’s intents throughout the 
lifetime of that user’s participation in the market, home 
recommendation can substantially aid a buyer in exploring 
the housing market and finding suitable, available homes. 
Unlike retail products, each home is unique. Market 
research reveals increased competition, so it is increasingly 
critical for a potential buyer to find relevant homes in a 
timely fashion and to follow through on making an offer. 
To help, we leverage the interaction history of a potential 
buyer to make automatic home recommendations at 
national market scale. We adapt state of the art methods for 
recommendation and combine them in a custom way to 
address the unique challenges of this market. We introduce 
engaged buyers to active listings and demonstrate 
significant re-engagement. The same methods are also 
fundamental to enhancing the browsing experience of 
prospective buyers. 

1INTRODUCTION 
Recommender systems and personal feeds should show the 
right content to the right person at the right time. Finding a 
home is a problem well suited to automatic personalized 
recommendations like those from a well-informed real 
estate agent. Home recommendation is a complex 
recommendation problem due to the nature of the housing 
market, the rarity of purchases, and the variety of a user’s 
intents over the course of that user’s participation in the 
market. Unlike retail products, on average there is 
increased competition for each unique home. Location is 
paramount and a valuable differentiator among otherwise 
similar homes. Furthermore, market research by Zillow, a 
large real estate data portal, reveals increasing competition 
over those homes in the U.S. market. The supply of new 
homes on the market is holding steady over time: over the 
timeframe of mid-2012 through early 2018, the 
deseasonalized, smoothed new listing count is relatively 
flat, just below 500K homes. Meanwhile, the daily 
inventory of homes is shrinking from approx. 1.8 million to 

approx. 1.2 million homes over the same time period, 
primarily because the average number of days on the 
market is dropping [1]. Figure 1 depicts the relationship of 
the normalized versions of these counts. 
 

 

Figure 1. (top/orange) the new listings count normalized 
by the initial count (as of June 2012) and (bottom/blue) 

the normalized total number of listed homes. The 
normalized new listings count is holding nearly steady 

while the daily inventory is shrinking. 

The consequence is more pressure on an often novice 
potential buyer to quickly identify a relevant home and 
make an offer. Home buying is also a rare event for which 
the buyer’s own experience is limited. Based on an industry 
survey, 42 percent of buyers are first-time buyers [2]. For a 
buyer, gathering information about a home’s suitability and 
quality is a difficult and time-consuming process and goes 
beyond online shopping. Multiple people -- including 
(usually) the agents for the seller and the buyer -- get 
involved to help acquire those signals and to help the 
transaction succeed. Online shopping is an important part 
of the process: 79 percent shop online for their home, but 
seeing the property in person is important: 78 percent of 
buyers take a private tour of the home, and 43 percent of 
buyers attend an open house. Because of the importance of 
the process and the challenge of finding a good fit, a typical 
U.S. buyer spends 4.3 months searching for their new home 
prior to making an offer [3]. 
The purchase of a home is the largest single purchase for 
most people and is often an exercise in compromise. 
According to the same survey, in order to meet their 
criteria, 29 percent of buyers spend more than originally 
intended on a home. For buyers under 37 years of age, that 
fraction jumps up to 37 percent and for urban buyers: 42 
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percent! Similarly, 41% of buyers say that finding a home 
within their desired price range was their top challenge. 
Finding a suitable home is half the battle, as 46 percent of 
buyers submit two or more offers on a home. In 
competitive markets, the typical buyer submits more than 
four offers [3]. 
To aid in the home-buying process, we leverage the online 
interaction history of a potential buyer on the Zillow.com 
real estate site to make automatic home recommendations 
at national market scale. The challenge of making suitable 
home recommendations is amplified by the variety of 
intents of a user: about 45% of visitors intend to buy to own 
within the next 12 months; the remaining 55% are some 
mix of exploring (incl. tourism), understanding their 
neighborhood, understanding the market more broadly, or 
other unknown intents. In section 2, we describe our 
adaptation of state of the art methods for recommendation 
to address the unique challenges of making timely 
recommendations in the U.S. housing market. In section 3 
we briefly describe both offline and online experimental 
results involving recommendations provided in email 
notifications. 

2 HOME RECOMMENDATIONS 

2.1 Data Sources 
We start with data on 110 million U.S. homes. 
Approximately 1.2 million homes are on the market on any 
given day, and it is that pool of on-market homes that we 
consider to be eligible for recommendation. Property data 
is drawn from county governments, banks, site users, real 
estate listings, and other third parties. For-sale listings 
come from real estate Multiple Listing Services (MLS), 
brokers, and other listing sources. User-property interaction 
history comes from over 160 million monthly active users 
on the Zillow.com real estate website to the tune of over 1 
TB of user events per day, including visiting a home detail 
page, tagging a home as a favorite, or saving a home for 
later view. 

 

Figure 2. High-level flow from user events to 
recommendations. 

2.2 Recommendation Engine Design 
The recommendation engine consists of several 
components, as depicted in Figure 2. First, the user events 
are collected in the User Event Store (UES). A catalog of 
all listed homes from the present as well as the past are 
collected with their attributes in the Home Feature Store 
(HFS). On a daily basis, events from the UES are combined 

with home features from the HFS into user profiles stored 
in the User Profile Store (UPS). A user profile contains the 
aggregated information about the user’s home preferences 
along with the list of that user’s recently interacted homes. 
Next, profiles from the UPS are used as input to a 
Collaborative Filtering (CF) Recommender, and profiles 
together with home features from HFS are used as inputs to 
the Content-based (CB) Recommender. Finally, the 
recommendations from CF and CB are combined in the 
Recommendation Aggregator (RA) and distributed via 
multiple channels to prospective buyers. The following 
sections describe the details of the collaborative filtering 
and content-based recommender systems and their 
inclusion specifically in email campaigns. 

2.3 Collaborative Filtering 
Collaborative filtering (CF) methods enjoy widespread 
popularity due to their ability to leverage buyers’ shared 
interests without explicitly modeling the attributes of the 
items they care about. While many CF applications train on 
explicit user feedback, such as customer reviews or star 
ratings, we leverage implicit feedback, the nature of which 
we discuss below. In particular, we employ the method of 
Implicit Matrix Factorization (IMF) for collaborative 
filtering [4]. The IMF method generates recommendations 
for a particular user by inferring those recommendations 
from the user’s own preferences along with other users’ 
overlapping preferences. These preferences are reflected in 
the implicit feedback provided by user events. One 
important and unique aspect of home recommendations is 
that our user-item interaction matrix is not only highly 
sparse, but it also consists -- essentially -- of several 
disjoint sub-matrices. This disjointness is due to users 
interacting with homes primarily in a single region where 
they are looking to buy a home. For example, a user who 
searched for homes in Seattle is very unlikely to interact 
with homes on the East coast in the same home search 
effort. Hence, due to this locale-specific interest, we apply 
IMF independently in each geographic zone. Figure 3 
shows an illustrative comparison of traditional e-commerce 
and our home market user-item matrix. 

 

 

Figure 3. Illustrative depiction of the User-Item matrix 
for traditional e-commerce vs. home shopping. 

We experimented with combinations of different types of 
implicit feedback representing the degree of a user’s 
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preference for a home, such as (1) the time that a user 
viewed (or “dwelled” on) a home detail page including its 
photos, (2) whether the user saved or shared a home, (3) 
whether the user expanded a particular section of the home 
detail page, or (4) whether the user scrolled to the end of 
the home detail page. Our experiments concluded that 
normalized dwell time on a home detail page is the signal 
of implicit feedback that optimizes the quality of home 
recommendations from IMF. In particular, IMF 
recommendations trained on normalized dwell time from 
days 1 through N give the best performance in terms of the 
precision and recall of homes viewed on day N+1.  Future 
work should consider how to best leverage the disparate 
implicit feedback signals collectively, as in the recent work 
of Shalom et al. [5]. 
IMF computes short, dense vector representations for each 
user and each item (home listing) that capture the key 
elements of a user’s preferences and the distinct nature of a 
home. The dot product of the two latent vectors predicts 
preference values. For any given user, the highest item 
scores compromise the top recommendations, and we 
remove homes already seen by that user in previous 
recommendations to create a fresh set of relevant 
recommendations. For model training we use the method of 
Alternating Least Squares (ALS), which updates the user 
and item vectors in alternating fashion while keeping the 
other fixed. Each step of ALS results in further 
minimization of the loss function, namely the aggregated 
square of the difference between the predicted preference 
score and the observed preference. The number of factors 
(i.e., latent vector dimensions) is optimized by balancing 
performance with computation time. Figure 4 shows the 
improvement in precision@10 in various geographic 
regions against the number of factors. For prediction, we 
assign users to regions based on their most recent activity 
and run ALS for each region in parallel. 
 

 
Figure 4. Precision@10 for various factor sizes (vector 

dimensions) 

2.4 Content-based Recommendations 
The high relevance of new homes on the market requires 
another approach. Without implicit feedback for a new 
listing, the collaborative filtering method has no basis for 

recommendation. Consequently, we employ a content-
based recommendation system to address this cold start 
problem. The content-based method generates a set of 
candidate homes (including new listings) for a user based 
on the user’s most likely preferred regions. Next, a 
classification model is used to score all candidate homes 
based on how well they match the user’s profile. 
Unlike the collaborative filtering user representation, this 
user profile representation requires an explicit enumeration 
of attributes of interest. The user profile is composed of 
histograms of sequence-weighted counts [6] of attribute 
values across several home attributes, such as location 
(Figure 5 top), price (Figure 5 center), size in square feet 
(Figure 5 bottom), number of bathrooms, number of 
bedrooms, etc. As such, the user profile provides a snapshot 
of a user’s interest in time.  
The goal of candidate generation for each user is to select a 
subset of all active homes which is both large enough to 
contain all relevant homes and small enough to minimize 
false positives and improve computational efficiency. To 
achieve this balance, we perform candidate generation 
based on a user’s preference towards location and price. 
For each user, the set of all active homes is first filtered 
using a set of the(up to) 10 most relevant postal zip-codes 
based on the user’s profile histogram. Next, the candidate 
set is further filtered by considering only homes within the 
user’s likely price range, from the 5th to the 95th percentile 
of the user’s price histogram. 
 

 

 

 

Figure 5. Dimensions from a sample user’s profile: (top) 
Zip Code preference, (center) Price preference, 

(bottom) Square footage preference. 
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For a specific user and for each home in the associated 
candidate set, features is extracted. These features are 
designed to represent (a) the quality of the user-home 
match as well as (b) the general popularity and attributes of 
each home. For match quality, each attribute from the home 
item profile is used as a key into the corresponding user 
profile attribute histogram, and the strength of the user’s 
preference for that value of the home’s attribute is used as 
the feature value. These match-based features are then 
supplemented with non-user-dependent home attributes, 
such as general home landing page click-through rate or 
neighborhood popularity. 

 

Figure 6. GBDT content model feature importance 

To train a scoring model that predicts the quality of match 
between user profile and specific home, each input feature 
vector is annotated with a binary label. This label is set 
according to whether a user interacted with a candidate 
home (e.g., visited the home detail page, saved for later or 
tagged as a favorite) or not. Due to an abundance of 
negative samples, negative class subsampling is applied 
[7]. Many machine learning models are suitable for 
modeling this user-home preference. For the results 
presented in this paper, the content recommendation system 
uses a Gradient Boosted Decision Tree (GBDT), since its 
performance was superior to other model types measured. 
Figure 6 depicts the feature importance for the GBDT 
model. 

2.5 Recommendation Aggregation 
The collaborative filtering method has a bias toward 
listings that have been on the market for a longer time, 
whereas the content-based approach includes newer listings 
by design. To observe this visually, we compare the mean 
number of days on the market for the top 10 recommended 
homes for each user for both the CF and the CB methods in 
Figure 7. The optimal combination of these two approaches 
into a single set of recommendations is the subject of 
ongoing research. We seek a data-driven, model-based 
approach to combine both types of recommendations: 
whether blending scores, using a meta-model, or stacking 
both models will perform best for our application remains 
to be seen (c.f., [8]).Currently, we combine 
recommendations by interleaving both types of 
recommendations. 

 

 

Figure 7. Mean days on the market for content-based 
and collaborative filtering models. 

3 EXPERIMENTAL RESULTS 
The home recommendation engine described above has 
been successfully deployed to production and used to 
deliver relevant recommendations to customers via several 
channels. In particular, personalized recommendations are 
incorporated into several email campaigns, used to power 
mobile app push notifications, and displayed in collections 
on the website. We focus here on personalized 
recommendations through the email channel. See Figure 8 
for an example of such recommendations. 
 

 

Figure 8. Example home recommendations in email 

The baseline strategy for the campaign was a filter-based 
saved search strategy. We ran an A/B test comparing the 
filter-based baseline solution to the recommendation-based 
solution from our system and observed significant relative 
lifts across most of our key metrics, including click-through 
rate, as summarized in Table 1. 
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Metric Relative Uplift 

Home click-through rate  +14.30% 

Home agent contact rate +17.20% 

Home save rate +18.60% 

Home share rate +13.70% 

Table 1. Impact of home recommendations on website 
metrics. 

4 CONCLUSIONS 
The home buying process stands to benefit significantly 
from automated recommendations that are personalized to 
individual preferences. By combining collaborative-
filtering and content-based recommendations, we provide 
significant re-engagement with prospective buyers, 
introducing them to relevant active listings.  As presented 
our work does not address how to engage users at different 
stages of their home-buying journeys.  One dimension of 
our ongoing work focuses on modeling the stager of the 
user’s journey and customizing the mode, channel, and 
frequency of recommendations. 
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ABSTRACT
We introduce a novel Composite Item Recommender algorithm
named BFCM in a Business Intelligence application to provide users
with customized recommendations to complete their reporting
Tasks. To this extent, we propose a complete pipeline from the
analysis of previous reports to the discovery of user intents to
context-aware recommendations of Composite Items completing a
report. Reported experiments show the importance of user profile
in recommendation of composite items and the robustness of the
proposed solution to the quality of the the user profile.
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1 INTRODUCTION
In today era of personal assistants [12] and with the growing need
for intelligent data analysis tools that make data exploration less
tedious, traditional search systems generally reach their limits for
two main reasons.

The first reason relates directly to the format of the recommen-
dation itself that is generally a ranked list of items: in this case the
relevance of each item to the query is evaluated independently of
the other items in the list and all items are treated equally. This
kind of recommender may thus be inefficient in contexts where the
list should be considered as a sequence and where the rank should
reflect a relevance allowing to grasp a process, like in database ex-
ploration [1, 10], e-learning [9], or to recommend different types of
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items like in tourist itinerary planning [6] or finally to recommend
complementary and diverse items at once like text, images and
videos in web search engines [14]. In all the aforementioned cases,
users expect more complex structures, that are called composite
items or bundles [3, 4, 8]. These bundles group representative,
cohesive, but still diverse and novel suggestions [16, 17], coming
from different sources, possibly with several objectives in mind, and
with distinct types of items, which makes the overall recommenda-
tion process more complex. Recent works in composite retrieval
propose methods for building bundles of items around some central
verticals as BOBO [4] or CPS [8] or as subset of clusters [2].

The second reason is that most of the traditional recommenda-
tion approaches do not introduce the context of the query or the
user intent. Several works have been conducted to provide user
intent model for recommendation, notably in the context of intelli-
gent personal assistant [12], or for the recommendation of queries
in the context of data exploration [11]. [2, 5, 15] are the first notice-
able works to explicitly introduce a user intent term in a bundle
recommendation process. In order to seamlessly compare items and
users, the proposed method projects all items and users in a vector
space of types [15] or topics [2], provided respectively by the item
metadata or an LDA algorithm [7]. At the heart of the method is
a constrained fuzzy c-means (FCM) algorithm that builds bundles
around cluster centroids using a greedy function that aggregates
several constraints like cohesiveness, personalization, diversity, etc.
[3].

In this paper, we tackle the problem of completing Web Intelli-
gence documents1, each composed of several reports, with visual-
ized queries, which asks to recommend items that are both conform
to user interest and complementary to the current report. More
precisely, the Web Intelligence platform of SAP aims at helping
users constructing or completing their reports with queries already
designed and shared by their colleagues. This way, they complete
their reports faster, the existing reports become reusable and new in-
formation retrieved from the databases eventually become quickly
visible. Our objective is then to group queries coming from different
documents, that all together bring more information than a ranked
list of independent queries.

To this aim, we propose an improved version of the work by [2]
that introduces two new penalty terms related with i) the relevance
to the user short-term interest and ii) the order of the queries in

1https://help.sap.com/viewer/c95594c101a046159432081ca44d6b18/4.2.3/en-US/
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the bundle. As we work with particular dynamic documents of
the Web Intelligence platform, the user short term interest is its
actual context, represented by the current report opened to edit.
It completes the user long-term interest defined over their past
actions. A user interest consists on a package of queries responding
to the same user need. It is important to notice that because of
the richness and the diversity of criteria used to build our bundles,
more straightforward composite items recommendation algorithms
like BOBO [4], that focuses on bundle cohesiveness, or CPS [8],
that favors diversity among the items in the bundle, cannot reach
the trade-off that we are looking for.

Similarly to [2], we define a vector space specifically tailored
for this use case that allows to compute distances between items,
between items and user and between items and report. Contrary
to previous works, topics are discovered performing an efficient
fuzzy k-medoid [13] over the past queries to learn global intents
for all users. A proper metric is then learned on this vector space
following the same methodology as presented in [11].

The paper is organized as follows: Section 2 introduces the defini-
tion of our user intents (or topics) space, how we define it and how
to build a metric on this space. Section 3 formalizes our problem
and describes the objective function of our modified fuzzy c-means
algorithm. Finally Section 4 proposes some experiments on real
data from the Web Intelligence platform at SAP, that show the im-
portance of considering short and long term user profiles as well
as an order on the queries in our context and Section 5 concludes
and opens futures directions of research.

2 USER INTENT DISCOVERY
The Web Intelligence platform includes three elements that play
an important role in the bundle construction: (i) the queries we can
recommend, (ii) the user to whom we recommend and (iii) a report
to complete, which represents a short-term interest. Each of these
elements represents an entity of our platform which have to be
projected in the same vector space to build the bundles, similarly
to [2, 3, 5].

Definition 1. Let e be an entity and I = ⟨I1, . . . , IN ⟩ a set of
N user intents or topics. An entity profile Ie = ⟨Ie1 , . . . , IeN ⟩ is a
vector of weights Iej ∈ [0, 1],∀j ∈ [1,N ], and such that

∑N
j=1 I

e
j = 1,

defined over the set of intents. Ie = ⟨Ie1 , . . . , IeN ⟩ represents the
relative importance of each intent Ij , j ∈ [1,N ] for a given entity e .

User intent space discovery as a clustering problem. Our objective
is thus to define such user intent space that could represent the
main information contained in the past queries. In [11], the authors
identify user intents in the context of data exploration using a hard
clustering algorithm on query representation. In our case, it can be
observed in Definition 1 that the relation between the queries and
the user intent space is more gradual. Indeed, Iej can be seen as the
membership of an entity e to a user intent Ij . In this context, we use
an efficient fuzzy k-medoid algorithm (FCMD) [13] to discover the
user intents based on past queries. This algorithm needs a metric
between queries to operate. As presented in Table 1 and following
the methodology defined in [11] we define a set of features and
their associated distance measures for each query: 3 features are
built on the queries metadata (same universe, same user, same folder)

and 2 others use topics discovered using LDA [7] over the query
parts, defined in [11], or report and document titles, similarly to
LDA topics in [5].

The overall distance Dist(q1,q2) between queries q1 and q2 is
defined as a linear combination of distance df for each specific
feature f from the set of all features F as follows:

Dist(q1,q2) =
∑
f ∈F

λf × df (q1,q2) (1)

The learning of the appropriate metric corresponds to the learn-
ing of the weights λf . To this aim, we rely on the queries of labeled
pairs of documents by SAP experts, who have judged for each pair
if they represent the same intent or not. We train a Linear SVM
classifier to learn the relative importance λf of each feature f .

Projection of queries, user and reports in user intent space. As per
the definition of entity profile, a query, a report and a user profile
can be represented by a weighted vector of importance of each
interest Ij .

• Knowing the user intents as the clusters produced by the
FCMD algorithm and the medoid of each cluster, it is possible
to directly compute a membership vector for each new query
based on the metric.

• A report r is basically a set of queries Qr . It is thus possible
to compute the coordinates of a report in the user intent
space by averaging the coordinates of its queries as follows:

I r =
1

|Qr |
∑
q∈Qr

Iq (2)

• A user u can also be represented by the set of their previous
queries Qu . However, we take into account the frequency
fq of each query q in their past history as follows:

Iu =
1∑

q∈Qu fq

∑
q∈Qu

Iq × fq (3)

Table 1 details each feature used to compare two entities and the
weights attributed by Linear SVM.

Feature f Weight λf Distance
same universe 0.24 MaxFrac.
same user 0.38 MaxFrac.
same folder 0.49 NormInt.

LDA query Parts -0.56 Cosine
LDA titles 0.25 Cosine

Table 1: Query features description. Distance relates to met-
rics defined in [11]. Weights with the highest absolute score
correspond to the most decisive features. ‘same user’ and
‘same folder’ favor the grouping of queries into the same
user interest while ‘LDA query parts’ tend to discriminate
among user intents.

3 COMPOSITE ITEM CONSTRUCTION
We can formulate the problem of building bundles as an optimiza-
tion problem, that firstly aims at finding representative summaries
of items and secondly selects the group of items respecting several
constraints, to assure the relevance to the user profile, complemen-
tary and cohesion of this package. Representativeness assures that
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each bundle is built around a representative item of the dataset in
order to cover the whole input data and it is ensured by applying a
FCM over the items. Each cluster k is represented by a centroid ck ,
which is projected in the same N -vector space, uniformly to the
profile of all other entities. More precisely, given the set of items
|Q |, the FCM algorithm returns K centroids and a partition matrix
M = µi, j ∈ [0, 1], i ∈ [1, |Q |], j ∈ [1,K] with ∑K

k=1 µik = 1 where
each µi, j represents the degree to which a query i belongs to the
cluster j.

We complete the objective function of [2] with new constraints
to better fulfill user expectations. The only hard constraint we
should respect for the creation of bundles is the number of queries
they should contain: 5 in our use case of Web Intelligence reports,
concluded by the experts as the adequate number of queries to
recommend and easy to integrate in the interface of the existing BI
platform.

The implementation of the penalty terms is different from the
previous studies [2, 3, 5], as we work with different data. We define
a distance function dist(), which measures the distance between
entity profiles in the projected user intents space and a diversity
functiondiv() that estimates the gain new items added in the bundle
bring by presenting new visualization types.

Definition 2. Let e1, e2 be two different entities and Ie1 and Ie2
their corresponding profiles projected in the vector space, we define
the function dist of these entities as the squared Euclidean distance
between their profiles:

dist(e1, e2) =
∑

j ∈[1,N ]
(Ie1j − Ie2j )2 (4)

Definition 3. Let r be the report to complete, B be the candidate
bundle composed of QB queries and viz(QB ) the group of their
visualizations. We define Hn as the normalized entropy function
calculated over the visualization types of bundle and current report
queries as follows:

div(QB ∪B Qr ) = 1 − Hn (viz(QB ∪B Qr )) (5)

Diversity was already explored by Amer-Yahia et al. in previous
studies [2]. We differ in the implementation of diversity, which is
computed using the type of query visualization (i.e. Pie chart, Graph,
etc), assuring an orthogonal space different from other constraints.

Objective Function. Given a user u, an actual report r and the set
of queries of all users Q , we aim to find (i) a set of K fuzzy clusters
C = {C1, ...,CK } of queries in Q , (ii) a membership function µ
indicating the membership of each query to each cluster, and (iii)
a set of K bundles B = {B1...BK } with Bk ∈ Ck , #B = |Bk |, which
minimizes the following function:

argmin α

|Q |
|Q |∑
i=1

K∑
k=1

µmikdist(qi , ck ) +

1
K

K∑
k=1

(
β

#B
∑
q∈Bk

dist(q, ck ) 1 +

γ

#B
∑
q∈Bk

dist(q,u) 2 + δdiv(QBk ∪B Qr ) 3 +

ρ

#B
∑
q∈Bk

dist(q, r ) 4 + ω
|QBk |−1∑
i=1

dist(qi ,qi+1) 5
)

where 1○ ensures the bundle uni f ormity minimizing the dis-
tance of queries of the bundle to the center of cluster, 2○ guarantees
that the suggested queries are personalized and correspond to the
user long-term interests while 4○ guarantees that they are relevant
to the short-term interests, corresponding to the report they will be
added in, 3○ ensures the diversity of query visualizations and 5○
enforces a logical rankinд of items, ensuring the proximity between
two consecutive queries in the bundle.

This definition of a minimization problem, using a distance mea-
sure can be changed to use a Similarity-based formulation by re-
placing the distance with a similarity measure, as Cosine Similarity
for example, and arдmin by arдmax .

This problem of constructing composite items reduces to the al-
gorithm described in [2], following the standard FCM membership
update and the modified centroids update rule and simply extend-
ing the greedy selection heuristics used in bundle composition to
introduce our new penalty terms.

4 EXPERIMENTS
This section presents a set of experiments that illustrate the impor-
tance of considering the short and long terms interests in recom-
mending for a final user and the significant weight of modeling a
good user profile. We test their impact in recommending qualitative
bundles. Due to space limitations, we limit the experimentation to a
simple protocol with only a few settings for the objective function
hyper parameters.

Data preparation. We use a selected set of 194 combinations of
recent reports viewed by 46 users, containing more than 6 queries.
They are separated in two parts: f uture composed of the 5 last
queries and seed containing the remaining queries of the beginning
of the report. We run our algorithm over the seed and we try to
recommend items close to the f uture , that follow the same logical
ordering as well.

Experimental protocol. We evaluate our bundles in terms of preci-
sion and recall, comparing to the expected f uture . As it is unlikely
that a query appears in several reports, we consider a similarity
threshold, as defined in [1], above which two recommended queries
are considered identical and the recommendation successful. We
compare our algorithm to an adapted version of BOBO, based on
our distance between entities, but that is agnostic of any user model
or ordering of the items. We have used the same combination of
hyper parameters for all our experiments: α = 0.1, β = 0.3 and
γ = 0.3, ρ = 0.3. Diversity δ and ranking ω are set to 0 unless
otherwise stated.

Evaluating user constraint. We simulated an ideal user profile and
degraded it with random noise, modifying the scores of membership
to the learned intents. The ideal user profile is generated using the
f uture queries that should be discovered and the report profile is
generated based the queries of the seed . We expect this setting to
provide the highest precision score. To compare with a real context,
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Figure 1: BOBO vs Constrained FCM

we learn the user profile as presented in Equation 3, based on the
profiles of the queries she has consulted in the past.

In Figure 2 we compare the precision at different thresholds of
prediction using respectively a perfect user profile, degraded with
20% noise, 40% noise and a real user profile extracted from the user’s
previous query usage.

Evaluating order constraint. As only our algorithm takes into
account the potential order of items, we make two comparisons of
the result to the f uture: (O) an ordered measure, where the nth
query of the recommendation is only compared to the nth query of
the f uture to compute precision and (NO) an unordered measure,
where we test each combination of pairs (predicted, expected) and
keep the highest score.

5 RESULTS AND CONCLUSIONS
Importance of user profile. Results presented in Figure 1 show

that BOBO, that is agnostic of user constraint, performs worst in
this experiment compared to the real user profile as computed from
user past history.

Robustness to user profile quality. Figure 2 shows that the best the
quality of the user profile fed to our algorithm, the more relevant
items are recommended. The perfect user profile allows very good
recommendations for low similarity threshold, while the noise
degrades the performances as expected. According to this test, it
is possible to observe that our real user profile corresponds to
approximately 20% of noise in the user profile. This is due to the
lack of information in the query log used for this experiment.

Ordering items inside a bundle. As it can be seen in the Figure 1
for our algorithm BFCM, the order of items we recommend is close
to the order of the expected queries as shown by the proximity of
the plots for BFCM-O (ordered) and BFCM-NO (non-ordered).

Future work. We conducted several tests with different sets of
hyper parameters, notably for ranking and diversity. However using
the aforementioned precision measure we were unable to conclude
on the contribution of the ranking as different ranking did not
impact precision. This calls for a more subjective measure of quality
of the bundle, that would be able to transcribe to which extent the
bundle was beneficial for the user.

Figure 2: Precision with ordered measure
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ABSTRACT 
In the modern recommender system, most research has been 
focused on how to recommend unconsumed products that the 
customers have not previously purchased. However, in some 
domains, such as grocery shopping and music screaming services, 
customers consume not only unconsumed but also previously 
consumed items. In the re-consumption behavior, users’ 
preferences for re-consumption are different. Some customers 
tend to consume what they have always consumed instead of 
trying new items. On the other hand, other customers tend to like 
trying unconsumed items. In this paper, we extend a conventional 
approach to generate repeat consumption recommendations 
incorporating the users’ tendency to repeat. Furthermore, we use 
real-life retailer data for evaluation and our experimental results 
show that the proposed method outperforms existing methods. 

KEYWORDS 
repeat purchase, personalized recommendation 

1  INTRODUCTION 
Most of the modern recommender systems have concentrated on 
recommending unconsumed items to users. The reason is that the 
early recommender systems have been evolved in the domains of 
movies [2,1], books [5], news [2]. Generally, users in these 
domains do not re-consume what they have consumed before. The 
recommendation of these fields helps to encourage users to reuse 
services by recommending unconsumed items for them. 
    However, in other domains, such as grocery shopping and 
music streaming services, people consume not only unconsumed 
but also previously consumed items. As time passes people forget 
things [8]; therefore, it is possible that consumers cannot recall 
items which they have consumed and liked in the past. On the 
other hand, while doing their shopping, people stand a good 
chance of inadvertently forgetting some products which they need 
and always purchase. Thus, in these domains, it is helpful to 
recommend repeated consumption as well as unconsumed items, 
that can help to generate more personalized recommendations. 1 
    Recently, new studies related to the recommendation of repeat
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consumption items have appeared [4,9,7,3]. According to these 
studies, the recommender systems can reasonably recommend not 
only previously purchased but also unconsumed items for 
customers. Sommer et al. [4] proposed a novel method by 
integrating repeated interaction data directly into a matrix 
factorization (MF). This model represents users’ preferences 
based on users’ purchase and repeat purchase logs. Both types of 
logs contribute equally to users’ preferences. 
    Nevertheless, according to the repeat consumption behavior, 
consumers’ preferences for repeat purchases, namely the users’ 
tendency to repeat, are different. For instance, Mary does not want 
to buy an item she has never bought before, so she always buys 
the same milk, bread or vegetables. David, on the other hand, is 
easily tired from the same food, so he likes to try various kinds of 
products. It is more reasonable to recommend more repeated 
purchase products to people like Mary, who frequently consume 
previously purchased items. Contrarily, it makes sense to 
recommend relatively few repeated purchase products to people 
like David, who tend to seldom consume again what they have 
previously purchased. Therefore, the users’ repeat purchase logs 
should not be regarded as equal to the users’ purchase logs across 
different users. 
    Accordingly, in this paper, we extend the existing method by 
weighting repeat consumption. We aim at improving the 
performance of the conventional recommendation method for 
repeated consumption items by taking into account the users’ 
tendency to repeat. Furthermore, we use real-world retailer data 
for the empirical evaluation.  
    The key contributions of the paper are: 

l We extend the existing repeat consumption 
recommendation method by integrating the users’ tendency 
to repeat to generate recommendations for repeated 
consumption products. 

l We conduct experiments using a real-world dataset to 
verify the performance of our extension model. 

2 RELATED WORK 
Recently, the trend to propose recommendation methods 
encouraging users’ repeat behavior has been growing. Among 
these studies, there are two main kinds of repeat behavior: repeat 
visits [6,1,10] to the same shop (e.g., ecommerce sites, 
music/movie streaming services, and retail stores) and repeat 
consumption of the same items [4,9,7,3]. The former has been 
addressed previously, while the latter has been researched 
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recently. In this paper, we focus on the latter in order to 
recommend repeated consumption items.  
    One type of recommendation concerning repeat behavior is 
analyzing customer behavior and predicting revisits. There is 
numerous research on this topic. For example, Liu et al. [6] 
described how to generate various types of metrics from customer 
activity data and used them to generate repeat buyer predictions. 
Anderson et al. [1] found that the recency and quality of 
consumption are the strongest predictors of revisits; thus, they 
proposed a hybrid model that combines the two indicators to 
generate predictions. Du et al. [10] proposed a novel convex 
formulation to predict the time of the users’ next return to 
services.  
    The other type of recommendations concerning repeat behavior 
is the repeated consumption item recommendation. Lerche et al. 
[9] extended the Bayesian Personalized Ranking introducing the 
idea that the recurring consumption on an item might be an 
indicator of stronger preferences than a single purchase. Dimyati 
et al. [7] recorded if a certain product was purchased up to three 
times and used an item-based Collaborative Filtering (CF) 
algorithm to address the repeated consumption recommendation 
problem. Similarly, a repurchase-based CF technique was 
proposed to make recommendations for unpurchased and 
repurchased items in [3]. The method extended the traditional 
user-based CF algorithm by incorporating item-repurchase 
probabilities. Sommer et al. [4] introduced latent factors of 
repeated consumption items into MF. 
    In our study, we attempt to contribute to the latter type of 
repeated consumption studies. The conventional methods of 
repeated consumption recommendations do not take into account 
users’ tendency to repeat. Therefore, we attempt to extend the 
existing method in order to improve its recommendation 
performance by considering the customers’ tendency to repeat. 

3 MODEL 

3.1 Conventional Model 
Some of the successful realizations of latent factor models are 
based on MF, which characterizes both the user and the item by a 
vector of factors. The item receives a rating or 0/1 indicating 
whether a user purchased. The SVD++ approach [13] is one of the 
MF’s popular extensions. The model assigns user 𝑢’s rating 𝑟#$ to 
item 𝑖 as follow:  

𝑟#$ = 𝜇 + 𝑏# + 𝑏$ + 𝑞$+(𝑝# + N 𝑢 /0
1 𝑦33∈5 # ), (1) 

where 𝑞$  and 𝑝#  are	𝑘-dimensional vectors of latent factors with 
respect to the items and users, 𝜇 is the overall average rating, 𝑏# 
and 𝑏$  are the biases of user 𝑢  and item 𝑖 , respectively. N 𝑢  
denotes the set of items that the user has interacted with. A user 
who showed a preference for items in N 𝑢  is characterized by the 
vector 𝑦33∈5 # . 
	 Recently, based on the SVD++ approach, a method to directly 
integrate repeated interaction data into a MF was proposed. 
Sommer et al. [4] called it PRMF and the model follows Equation 
2. 

𝑟#$ = 𝜇 + 𝑏# + 𝑏$ + 

         𝑞$+ 𝑝# + N 𝑢 /0
1 𝑦33∈5 # + T 𝑢 /0

1 𝑥;;∈< # . 
(2) 

This model further extended the user-specific factor vector of 
SVD++ by adding a repeated interaction parameter 𝑥;. Here, the 
set of repeated interaction items T 𝑢  consists of items that the 
user has interacted with more than once. The items in T 𝑢  are 
also included in N 𝑢 . 

3.2 Our Extension Model 
As described in the introduction of our paper, we introduce the 
users’ tendency to repeat into the conventional model. Our new 
approach follows the following equation: 

𝑟#$ = 𝜇 + 𝑏# + 𝑏$ + 

𝑞$+ 𝑝# + N 𝑢 /0
1 𝑦33∈5 # + 𝑅#> T 𝑢 /0

1 𝑥;;∈< # , 
(3) 

where 𝑅# defines the users’ tendency to repeat. It is calculated as 
the ratio of user 𝑢’s number of repeat consumption products and 
the number of total consumption products over a period of time. 
To explicitly take into account the users’ tendency to repeat, we 
use 𝑅# to weight the repeat interaction parameter 𝑥;. 𝛽 is a hyper-
parameter which is used to adjust the users’ tendency to repeat. 
The prediction rating 𝑟#$ signifies user 𝑢’s preference for item 𝑖. 
Using 𝑅#  to weight the repeated interaction parameter 𝑥; , this 
model can adjust the balance of the parameters 𝑦3  and 𝑥; . For 
users with a large 𝑅# , the model recommends more repeated 
consumption items; contrarily, for users with a small 𝑅# , the 
model recommends few repeated consumption items. We obtain 
the parameters 𝜇 , 𝑏# , 𝑏$ , 𝑞$ , 𝑝# , 𝑦3 , and 𝑥;  by training and 
compute N 𝑢 , T 𝑢 , and 𝑅# by aggregating. 

4  EXPERIMENTS 
In this section, we first introduce our experimental setting and 
evaluation metrics. Then we conduct the experiments to evaluate 
our model’s performance in comparison with the conventional 
models.  

4.1 Dataset and Setting 
In the experiment, we used the Tafeng1 dataset which consists of 
over 4 months of transactions from a Chinese grocery store. Due 
to its sparsity, we filtered out users with less than 10 days of 
purchase history and items with less than 20 days of purchase 
history. After cleaning the data, the dataset contained 1,803 users 
and 160,134 interactions for 6,128 items.  
    Every 2 weeks of the last 6 weeks were used for training, 
validation, and testing, respectively. We constructed 8 weeks 
before each 2-weeks period to aggregate the users’ purchased 
items N u , repurchased items 	T u , and to calculate users’ 
tendency to repeat RB. We utilized the validation set to obtain the 
hyper-parameters and the test set to evaluate the performance of 
                                                                    
1 http://recsyswiki.com/wiki/Grocery_shopping_datasets 
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our model. We set the number of latent factors to a 1,000. We 
randomly chose 100 items as negative samples. Throughout our 
experiment, we found that our model performs well when the 
hyper-parameter 𝛽 is set to 0.1.  

4.2 Learning Approach 
We applied the stochastic gradient descent approach to obtain the 
parameters. An item was assigned a rating of 1 if the user had 
purchased it, 0 otherwise, and the 2 weeks training data was 
treated as our correct label. We trained our model so that 𝜎(𝑟#$) 
approximated the correct label. The log loss function was used as 
the cost function. 

4.3 Evaluation Metrics 
The top-N product recommendation would be generated for a 
given active customer. We set N=10 for its real-world practicality. 
To verify the performance of our method, we compared it with the 
SVD++ approach described in Eq.1 and the PRMF model 
introduced in Eq.2. We used three evaluation metrics: 
Precision@N, Recall@N, and nDCG@N.  

4.4 Experimental Results 
First, we compared our extension model with the conventional 
methods. The results are shown in Table 1.  

Table 1: Test set performance on the Tafeng dataset. The best 
performances are printed in bold. 

Evaluation 
metrics SVD++ PRMF Our model  

Precision@10 0.0729 0.0740 0.0742 
Recall@10 0.0808 0.0820 0.0831 
nDCG@10 0.0979 0.1019 0.1028 

 
Comparing the three models, our model resulted in the best 
evaluation metrics. The results show that the recently proposed 
PRMF indeed had a better performance than the SVD++. By 
extending the PRMF, our method which incorporated the users’ 
tendency to repeat consumption achieved further improvement.  
    Moreover, to better present the characteristic of our model, we 
analyzed how our model applies to different types of users. As we 
focus on recommending repeated consumption products in this 
paper, we classified users into 5 groups based on their tendency to 
repeat (𝑅# ) ignoring the users whose 𝑅#  were 0. Based on the 
precision@10 metric, we compared the performance of our 
extension model, the SVD++, and the PRMF for each group. 
Users in Group 1 had the lowest tendency to repeat, while users in 
Group 5 had the highest. The results are shown in Table 2. 
    The second column of Table 2 shows the range of RB within 
each group. For users with low RB (Group 1,2), our model and the 
SVD++ approach performed better than the PRMF model, while 
for users with high 𝑅# (Group 3,4,5), our model and the PRMF 
model performed better than the SVD++ approach. The users in

Table 2: Comparison of the precision@10 metric across groups 
of users with different tendency to repeat (𝑹𝒖).  
 

Groups 𝑅# range SVD++ PRMF Our model 
1 (0, 0.04] 0.0532  0.0481  0.0519 
2 (0.04, 0.08] 0.0569 0.0554 0.0571 
3 (0.08, 0.12] 0.0669 0.0684 0.0690 
4 (0.12, 0.16] 0.0930 0.1019 0.0981 
5 (0.16, 1] 0.1236 0.1250 0.1260 

 
Group 1,2 buy more previously unconsumed items than the users 
in Group 3,4,5. Thus, the prediction performance might improve 
if we recommend more unconsumed items to Group 1,2 and more 
repeated consumption items to Group 3,4,5. Our model attempted 
to achieve the above by adjusting the balance of parameter 𝑦3 (the 
users’ preference from the purchase logs) and parameter 𝑥;  (the 
users’ preferences from the repeated purchase logs). The SVD++ 
approach creates recommendations solely based on parameters 
from the purchase logs; therefore, it performs poorly for users 
with higher 𝑅#  (Group 3,4,5). On the other hand, the PRMF 
model assigns the same weights for the parameter 𝑦3  and 
parameter 𝑥;  across all users, ignoring the users’ tendency to 
repeat. The model might recommend too many repeated 
consumption items that leads to a poor prediction performance for 
users with lower 𝑅#  (Group 1,2). Our method, which takes 
advantage of the users’ tendency to repeat by weighting repeat 
interactions, recommended more suitable items to both customers 
who frequently consume and who seldom consume preciously 
consumed items. 

5  CONCLUSION 
In this paper, we extended a conventional approach to generate 
repeat consumption recommendations by accounting for the users’ 
tendency to repeat. The experimental results showed that our 
extension model outperforms comparative recommendation 
methods. It can recommend more suitable items to both users with 
high tendency to repeat and users with low tendency to repeat. 
	 In our next project, we plan to investigate the performance of 
our proposed model using other datasets or evaluate our model in 
an online environment. On the other hand, since users’ tendency 
to repeat are also different depend on categories, for example, 
some consumers prefer to repeatedly purchase food but tend to try 
different shampoos or laundry detergents, thus we are interested to 
take into account this phenomenon to our model as well. 
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ABSTRACT
Recommending personalized running routes is a challenging task.
For considering the runner’s specific background as well as needs,
preferences and goals, a recommender cannot only rely on a set of
existing routes ran by others. Instead, each route must be gener-
ated individually, taking into account many different aspects that
determine whether a suggestion will satisfy the runner in the end,
e.g. height meters or areas passed. We describe a framework that
summarizes these aspects and present a prototypical smartphone
app that we implemented to actually demonstrate how personal-
ized running routes can be recommended based on the different
requirements a runner might have. A first preliminary study where
users had to try this app and ran some of the recommended routes
underlines the general effectiveness of our approach.

KEYWORDS
Recommender Systems; Running; Route Generation; Sports

1 INTRODUCTION AND RELATEDWORK
In recent years, there has been a significant increase in research on
interactive technologies that support users in performing sports
activities [7]. While running is one of the most popular sports, con-
temporary applications such as Runtastic, Strava or Endomondo1

support users primarily in the process of running a route or in keep-
ing track of activities. More advanced tools such as TrainingPeaks
or SportTracks2 focus on structuring training and creating work-
out plans. Features that allow generating new running routes or
receiving suggestions are, however, usually not available. Typically,
the only possibility is searching for routes already recorded, either
by the same user or by someone else in the platform’s community,
that can then be run again. Yet, in many cases, runners are not
only looking for routes that start and end at some location, but also
satisfy e.g. length constraints or pass through specific areas, while
avoiding taking the same way or leading through the same area
twice. Finding routes that fulfill such requirements can be cumber-
some or even impossible without adequate support. RouteLoops3,
for instance, allows users to generate new routes automatically, but
only takes start-/end point and length into account. To find closed
cycles, random walks on the map graph are performed. Other tools
require users to manually search for intermediate steps, or select
via-vertices automatically and connect them by means of shortest
1https://www.runtastic.com, https://www.strava.com, https://www.endomondo.com
2https://www.trainingpeaks.com, https://www.sporttracks.mobi
3http://www.routeloops.com
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path algorithms. Still, further adaptation towards current needs and
personal preferences is not supported, neither is the consideration
of the user’s running history or any other route property that might
be of relevance for running, such as amount of elevation or which
areas are passed, e.g. forests or meadows.

Generating routes is a common task referring to the traditional
route planning problem. Yet, most existing research has been at-
tributed to finding shortest paths, although other aspects have
also been found relevant for people who want to follow a route:
For instance, in [9], an approach for recommending emotionally
pleasant walking routes within a city is presented, which however
requires availability of crowdsourced data regarding attractiveness
of streets. In [11], itineraries between points of interest are created.
Subsequently, users can customize the suggested routes, which
appeared beneficial for learning about user preferences, and thus,
further personalization of recommendations. While there have been
similar attempts for automobile navigation [e.g. 8, 10], research
on generating routes for cycling [14] and running [5] is limited
to optimization with respect to length. Beyond that, there indeed
exists research on recommender systems in this area, for instance,
for helping runners to achieve new personal records or pace races
[2, 12, 13]. Nevertheless, although it can be difficult for users to
find running routes on their own without external assistance, es-
pecially in unknown environments or when trying to find routes
with certain characteristics (e.g. specific length when practicing for
a race or street lighting for evening runs), there is a lack of research
on supporting runners with routes that are specifically tailored for
them and take all such aspects into account.

In this paper, we propose a framework that may help to generate
personalized running routes. We present a prototypical smartphone
app which we developed to demonstrate the effectiveness of our ap-
proach, and describe a corresponding proof-of-concept study where
participants had to use this app and ran recommended routes.

2 A FRAMEWORK FOR RECOMMENDING
PERSONALIZED RUNNING ROUTES

As already outlined in the previous section, standard recommender
algorithms are not sufficient for creating personalized running route
recommendations: Suggesting routes ran by others might be diffi-
cult due to data sparsity at the current user’s location. Moreover,
each runner has a different background, ranging from beginners
who want to change their lifestyle and start improving their fitness
to experienced runners who train for the next marathon. Accord-
ingly, runners have different needs, preferences and goals. Besides,
some might follow a training plan, such that specific requirements
have to be considered with respect to the route for the next workout.
Consequently, ranking a list of existing alternatives as in typical
recommender situations is not an option: Instead, recommendable



items, i.e. routes, first need to be generated especially for the cur-
rent user. This, in turn, requires that map data is available and
preprocessed. Moreover, as in multi-criteria recommendation [1],
the user’s individual preferences for specific item properties, but
also context data, are much more relevant than in many other cases:
While location is obviously the most important information for
recommending an appropriate route, attributes like elevation or
street lighting together with weather conditions and time of the
day also need to be considered to satisfy the runner in the end.

Recommending personalized running routes can thus be seen as
a complex and challenging task. Since route generation in general is
well-explored, we propose to split the recommendation process into
two steps: 1) finding candidate routes, and 2) creating recommen-
dations. In the following, we detail on these steps, the challenges
involved, and explain how we address them in our framework.

2.1 Generating Candidate Routes
First, we generate candidate routes by means of the graph model
derived from the underlying map data. We follow one of the ap-
proaches proposed in [5], namely the partial shortest paths algo-
rithm, which has been shown fast enough for practical application:
The idea is to determine a number of via-vertices in a way that the
intermediate paths between them are the shortest paths of equal
length, summing up to the desired route length. Fig. 1 illustrates
this procedure for two via-vertices, i.e. the route forms a “triangle”.

Figure 1: As in [5], we create closed routes by determining
via-verticesv1 andv2 in a way that the length of the shortest
paths between start-/end point s and v1, v1 and v2, as well as
v2 and s, equals one third of the specified route length.

According to [5], this method guarantees to produce routes with
a given length and only a maximum deviation, and can easily be
extended to more than two via-vertices. Thus, we apply the same
algorithm also with more via-vertices in order to get a more diverse
set of candidates. Note that, since route generation is decoupled
from creating actual recommendations, this method is interchange-
able with any other algorithm that allows to find a number of cycles
within a given graph, i.e. closed candidate routes in a map.

Besides constraining routes to a certain length, for later being
able to recommend running routes several more aspects need to be
taken into account. We have identified the following:

• Some graph edges might not be suitable for running, e.g.
highways or closed parking lots. Consequently, these edges
have to be identified and removed from the graph before
applying the route generation algorithm. In case this leads to
the starting vertex being in a small subgraph disconnected
from the rest, a new starting point must be chosen.

• Shortest paths between vertices might share edges, i.e. route
segments would be run twice. Also, segments of the shortest
path towards a vertex x might be very close to segments of
the path leaving x . Thus, users would, for instance, have to
run on one side of a street, and return on the other. For these
reasons, we introduce penalty values, which are assigned

to edges already visited before. In addition, we calculate
the area within the cycle that represents the route in the
graph, and maximize this area to avoid long and narrow
route shapes, but to create more rounded ones.

• Starting from the current location might lead to a set of can-
didate routes that later do not allow to fulfill all requirements.
For instance, in case the distance to the nearest forest is more
than 1/(n+1) of the desired route length, no route with n
via-vertices will ever reach it from the original starting point.
Fig. 2 illustrates two solutions: a) using a virtual starting
point sv as input for the route generation algorithm, and
add the way towards and back from sv , b) increasing the
distance between s and v1, and changing the other distances
accordingly, so that the routes include more distant vertices.

Figure 2: A route does not pass a desired area (left). As a so-
lution, a virtual start point sv can be introduced (center), or
distances between vertices can be enlarged/reduced (right).

2.2 Creating Route Recommendations
The next step after having generated appropriate candidate routes
is to rank them according to all properties that might be relevant
for a runner with respect to his or her next workout. For this, we
calculate scores for a number of criteria that we have identified to
be important. Indeed, the following list is non-exhaustive and there
might be more requirements some runners want to take into ac-
count. However, we in a first step aim at considering those that are,
from our perspective, the most interesting ones, and in particular,
can actually be implemented using available datasources.

(1) Length: Especially for experienced runners constraining the
route to a specific length is very important. We use the devi-
ation of candidate routes (derived as explained in Sec. 2.1)
from the desired length to determine a score.

(2) Uniqueness:Maximum uniqueness of a route is reached when
each edge is different from each other, i.e. runners do not
have to run a certain path twice. Under the assumption that
there is no meaningful reason not to maximize this value,
we always try to reach a high score in this respect.

(3) Shape: This score is defined by the area within a route’s cycle
(as explained above), and should be as high as possible.

(4) Lighting: Runners who prefer routes with street lights might
want this criterion to be considered after sunset, which is
defined by the proportion of a route that is lit. This score
can automatically be ignored at day time.

(5) Elevation: The elevation score is defined as the amount of
incline and decline on a route. Having a lot of height meters
largely influences a route’s difficulty, which can either be
seen challenging (i.e. as a special kind of training) or as an
undesired property of the route.

(6) Pedestrian friendliness: Some ways or paths are more suitable
for running than others, e.g. large streets or bikeways. The
corresponding score describes the proportion of a route that
is designated for pedestrians, e.g. small paths or tracks. As



special pedestrian zones raise this score as well, this may
also help runners who prefer well-traveled routes.

(7) Turns: The number of turns a runner has to take refers to the
complexity of a route. While some might see a high number
to be an interesting feature, others might not desire this
because it makes navigationmore difficult or is inappropriate
for a specific form of training (e.g. intervals). This score is
calculated by means of the angles of adjacent edges.

(8) Nature: Running in cities can be exhausting and dangerous.
Also, some runners might find it less attractive. Thus, the
amount of nature is an important factor asmore scenic routes
may positively influence the running experience. Moreover,
runners might enjoy, for instance, quietness and less air
pollution. Accordingly, we introduce four different scores:
• Trees: Represents the proportion of a route leading through
forests or segments being surrounded by trees.

• Grass: Represents the proportion a route goes through
grass, meadows or farmland.

• Sand: Represents the proportion of a route crossing beaches
or segments being surrounded by sand.

• Water: Represents whether lakes or oceans are visible,
taking the distance to water into account.

(9) History: This score is related to the possibility of providing an
opinion on routes ran in the past. Beyond the consideration
of preferences expressed with respect to the aforementioned
criteria, this allows us to automatically refine the sugges-
tions to better reflect the current runner’s taste. For this per-
sonalization step, similarities between items, i.e. routes, are
calculated as in multi-criteria recommender systems based
on all relevant item properties [1]. Then, the more similar
a route, the larger the influence of the corresponding user
rating (if available) on this score. For instance, if a user rated
a route with lots of trees and few height meters very positive,
a similar candidate route will receive a higher score.

Finally, we calculate an overall score for each candidate route.
For this, we take the mean of the differences between the individual
scores (as introduced above) and desired values for all criteria. These
values can be either predefined, e.g. high for Shape and low for
Elevation, set by the user initially (e.g. Length), or later during an
interactive preference elicitation phase (e.g. Nature). Independent
of the actual implementation of individual scores (see Sec. 3 for
details on how we calculate them in our prototypical smartphone
app), the overall score thus allows to rank the candidate routes.

3 THE RUNNERFUL APP
Runnerful is a prototypical Android app that implements our frame-
work. We use the OpenStreetMap API to collect map data. Using
edge annotations contained in this data (e.g. to ignore highways),
we then create a graph to apply the route generation algorithm as
described in Sec. 2.1. To find shortest paths between via-vertices
(we use 2–4, after initial pretests), we use a modified A* search
algorithm that penalizes nodes already visited (we vary distances
and set different starting points, as described in Sec. 2.1). Scores
are calculated for all criteria described in Sec. 2.2: For some criteria,
such as Length or Shape, we calculate scores based on the graph
data itself. For others, such as Lighting or Pedestrian friendliness, we

rely on edge annotations provided by OpenStreetMap. For Elevation,
we additionally send requests to the Google Maps Elevation API.
Regarding the amount of Nature, we take surrounding areas and
their OpenStreetMap annotations into account: Using a ray-casting
algorithm, we determine whether segments cross forests, farmland
or beaches. The proportion of edges for which this applies then
defines the respective score. Moreover, we calculate the distance of
every route point to areas that represent water.

As user input, the app initially only requires the desired route
length. Then, taking the current GPS position, recommendations
are generated. Fig. 3 shows a screenshot with two suggested routes:
The user has requested routes of 4 km length. When looking at the
actual values, both routes have high accuracy in this regard, which
is reflected accordingly in the net diagram (dimension depicted by
yellow ruler). As also shown in the net diagram, both routes go
through some forest, which can easily be seen in the map (route 1
through the Zoo in the north, route 2 through the community
garden in the south). Furthermore, the routes strongly differ in
shape (depicted by the oval in the net diagram): While route 1 fills
a large area and avoids visiting streets twice, this is very different
for route 2, which has a more narrow shape with route segments
close to each other or even ran multiple times. Using the arrows left
and right to the net diagram, the user can scroll through the results.
The buttons below allow to request a new set of recommendations,
run the recommended route (which leads to a new screen for route
navigation, showing workout duration and progress of the run),
and critique the current recommendation.

Figure 3: Two routes recommended by Runnerful: The user
is presented with a map view as well as a net diagram show-
ing the scores for the different criteria.

Fig. 4 shows a part of the screen for critiquing: The user can
drag criteria he or she wants to be considered less or more into the
respective areas. This decreases or increases the desired values used
to calculate the overall scores of the candidate routes.

Figure 4: The user is critiquing the recommended route.

After finishing a run, the user can express his or her opinion by
rating the route. This rating then influences the History score as
described in Sec. 2.2 to give more personalized recommendations.



4 EVALUATION
We conducted a first user study as a proof-of-concept for the appli-
cation of our framework. We recruited 11 participants (6 female)
with an average age of 28.18 (SD= 11.42), 64 % students and 36%
employees. They had to use their own Android smartphone to test
Runnerful. Apart from a short introductory video, no further help
was provided, nor were participants controlled in any way. The
study took place over two weeks, with the only task to run at least
two recommended routes. Before the experiment, participants had
to fill in a questionnaire we used to elicit demographics, fitness
using IPAQ [4], running route preferences and previous experience
with running apps. Afterwards, we assessed usability by means of
SUS [3], and used items from [6] to assess recommendation quality
and related aspects. Items were assessed on a positive 5-point Likert
scale. We also recorded finished routes and corresponding ratings.

Participants reported that they performed vigorous physical
activities for M=46.73 min (SD=28.68) on M=3.63 days (SD=2.06)
in the week prior to the experiment. Most of them reported that
nature is an important route property (9). Length (2) and elevation
(2) were mentioned less frequently, which could however be due
to our sample, without any competitive runners. Only 3 stated to
have never used a running app before. Nevertheless, none of the
participants ever tried a route recorded by another community
member. Most of them reported to spontaneously decide for a route
(82 %), but 6 stated to sometimes use a map or ask friends for advice.

We recorded 17 workouts from 9 participants (recording failed
in two cases). Routes received average ratings (M=3.05, SD=0.80),
and slightly higher ones when critiques were applied (M = 3.17,
SD=0.69). However, participants did not use critiquing very often,
possibly because it was not displayed prominent enough. They
stated that effort for receiving recommendations was low (M=2.00,
SD = 0.98), while perceived recommendation quality was above
average (M=3.32, SD=1.09). When asked whether routes had the
expected amount of desired properties, results were broadly average
(e.g. for trees and forest: M=3.11, SD=1.29). Yet, this could be due
to parametrization, favoring criteria such as length and elevation,
together with our sample. Nevertheless, participants stated that
they almost always found a suitable route (M = 3.55, SD = 1.37),
which was most often novel (M = 3.45, SD = 1.30). Usability was
rated as “good” (SUS-score of 80). Overall, it thus seems that our
approach is in principle valid and appreciated by users. Fine-tuning,
e.g. of the calculation of individual and overall scores, is, however,
clearly needed. Still, most qualitative comments were concerned
with aspects of our preliminary implementation (e.g. issues with
the navigation function) rather than of our approach in general.

5 CONCLUSIONS AND OUTLOOK
In this paper, we discussed the challenges arising when recom-
mending running routes, such as availability of data that is rich
enough to adequately personalize these routes, and presented a
framework describing aspects that have to be taken into account
for this personalization to be effective. Runnerful, our proposed app,
exploits easily accessible map datasources to generate routes of
user-specified length. Then, by further processing the map data, we
rank these candidate routes according to individual requirements.
Critiquing allows the runner to interactively refine the results.

While the implementation of our framework together with the
study shows the potential of the underlying approach, there is still
room left for improvement. Also, more comprehensive evaluation
with a larger number of users performing more workouts is re-
quired. For instance, the influence of the history criterion could
not yet be adequately investigated. On the other hand, exploiting
the user’s running history more extensively might help to reduce
interaction effort even further by letting the system learn which
criteria are most important for him or her. Moreover, there exist
contextual factors that could additionally be considered, such as
current weather for recommending runs through the forest in mid-
day heat or avoiding steep climbs in case of icy roads. Also, current
fitness state as well as training fatigue could automatically be inte-
grated when calculating the scores. Beyond that, practical issues
such as scalability will be subject of future work: Our prototype
lacks efficiency when generating longer routes which is necessary
for experienced runners, but also in case it is adapted to e.g. cycling.
Generating 5 km routes took up to 1min, but in a dense city envi-
ronment and with a rather average VM running the algorithm in
the background. Thus, this is not a principle limitation, but requires
additional preprocessing of map data, a more advanced selection
mechanism of candidate routes, and highly depends on server infras-
tructure and used datasources. In general, the app needs technical
improvements: For example, to make it more useful outside the
study context, users should receive more support for following a
route, e.g. by spoken navigation instructions. Nevertheless, and
despite small sample size and the fact that some study results are
still rather average, we think that the prototypical implementation
of our framework successfully demonstrates our approach, and can
thus be seen as a promising starting point for further research.
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ABSTRACT
Items popularity is a strong signal in recommendation algorithms. It
a�ects collaborative �ltering algorithms and it has been proven to be
a very good baseline in terms of results accuracy. Indeed, even though
we miss an actual personalization, global popularity of items in a
catalogue can be used e�ectively to recommend items to users. In this
paper we introduce the idea of a time-aware personalized popularity
by considering both items popularity among neighbors and how it
changes over time. Although the proposed approach results computa-
tionally light, our experiments show that its accuracy results highly
competitive compared to state of the art model-based collaborative
approaches.

1 INTRODUCTION
Collaborative-Filtering (CF) [18] algorithms more than others have
gained a key-role among various approaches to recommendation, in
helping people to face the information overload problem. Some of
them use additional information to build a more precise user pro�le in
order to serve a much more personalized list of items [4, 8]. However,
it is well known [12] that all the algorithms based on a CF approach
(either in their pure version or in a hybrid one) are a�ected by the so
called “popularity bias” where popular items tend to be recommended
more frequently than the ones in the long tail. The e�ect of popularity
on recommender systems has been debated for a long time. Initially
considered as a shortcoming of collaborative �ltering algorithms, un-
likely useful to produce good recommendations [11], in some works it
has been intentionally penalized [17]. However, in some recent works,
popularity has been considered as a natural aspect of recommenda-
tion, and measuring the user tendency to diversi�cation, it can be
exploited in order to balance the recommender optimization goals
[13]. Very interestingly, a recommendation algorithm purely based
on most popular items, although it does not exploit any actual per-
sonalization, has been proven to be a strong baseline [6]. Moreover, a
popularity-based recommendation algorithm does not require a heavy
computational e�ort as it just considers the occurrence of an item
within the pro�les of all the users in a system. In the approach we
present here, we change the “global” perspective of a “most popular”
algorithm and we introduce a more �ne-grained personalized version
of popularity by assuming that it is conditioned by the items that a
user u already experienced in the past. To this extent, we look at a
speci�c class of neighbors, that we name Precursors, de�ned as the
users who already rated the same items of u in the past. This leads
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us to the introduction of a time-aware analysis while computing a
recommendation list for u.

As time is considered a contextual feature, most of the works that
make use of it are classi�ed as constituting a specialized family of
Context-Aware RS (CARS) [2]: Time-Aware RS (TARS) [1, 14, 24].
In TARS, the freshness of di�erent ratings is often considered a dis-
criminative factor between di�erent candidate items. This can be
implemented using a time window [15] that �lters out all the ratings
that stand before (and/or after) a certain time relative to the user
or the item. Recently, an interesting work that makes use of time
windows has been proposed in [5] where the authors focused on the
last common interaction between the target user and her neighbors
to populate the candidate items list. When dealing with a time-aware
algorithms, the splitting strategy plays a key-role. In [5], a single
timestamp is used as a splitting condition for all the users, so that
they retain 80% of ratings for training and the remainder for testing.
A pioneer work was proposed more than a decade ago in [7] which
used an exponential decay function e−λt to penalize old ratings. After
that, an exponential decay function [14] was used to integrate time in
a latent factors model. In the last years, several Item-kNN [7, 16] with
a temporal decay function have been deployed. Another interesting
work was proposed in [23] where three di�erent kinds of time decay
were proposed: exploiting concave, convex and linear functions.

In this paper we present TimePop, an algorithm that combines the
notion of personalized popularity conditioned to the behavior of users’
neighbors while taking into account the temporal dimension. Di�er-
ently from some of the approaches previously described, in TimePop
we avoided both the time window approach that could severely restrict
the selection of candidates and the �xed number of candidate items
that could heavily a�ects the algorithm results. We evaluated our
approach on three di�erent datasets and compared with state of the
art collaborative approaches, thus showing that TimePop outperforms
signi�cantly the competing algorithms in terms of nDCG.

The reminder of the paper is structured as follows: in the next
section, we detail the ideas behind TimePop and we expose the light-
weight process needed to compute recommendations. Section 3 is
devoted to the description of the experimental setting. Conclusion
and future work close the paper.

2 TIME-AWARE LOCAL POPULARITY
The leading intuition behind TimePop is that the popularity of an item
has not to be considered as a global property but it can be personalized
if we consider the neighbors of a user. We started from this observation
to formulate a form of personalized popularity, and then we added
the temporal dimension to strengthen this idea.

Given an item, the �rst step towards the introduction of this time-
aware local popularity is the identi�cation of subsets of users sharing
the same degree of popularity and refer to them as neighbors when
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computing a recommendation list. Still, in each of these subgroups we
have that the same item is enjoyed by users in di�erent time frames.
In our model, among these people, for a single user u we consider
those who already enjoyed the same items of u but before she did it.
We name these users Precursors. This leads us to the second ingredient
behind TimePop: personalized popularity is a function of time. The
more the ratings about an item are recent, the more its popularity is
relevant for the speci�c user. In order to exploit the temporal aspect of
these rating the contributions of Precursors can be weighted depending
on their freshness.

We now introduce some basic notation that will be used in the fol-
lowing. We use u ∈ U and i ∈ I to denote users and items respectively.
Since we are not just interested in the items a user rated but also at
when the rating happened, we have that for a user u the correspond-
ing user pro�le is Pu = {(i1, tui1 ), . . . , (in , tuin )} with Pu ⊆ I × <,
being tui a timestamp representing when u rated i .

De�nition 2.1 (Candidate Precursor). Given (i, tui ) ∈ Pu and (i, tu′i ) ∈
Pu′ , we say that u ′ is a Candidate Precursor of u if tu′i < tui . We
use the set P̂u to denote the set of Candidate Precursors of u.

A user u ′ is a Candidate Precursor of u if u ′ rated at least one
common item i beforeu. Although this de�nition catches the intuition
behind the idea of Precursors, it is a bit weak as it considers also users
u ′ who have only a few or even just one item in common with u and
rated them before she did. Hence, we need to introduce a threshold
taking somehow into account the number of common items in order
to enforce the notion of Precursors. This threshold can be personalized
or computed automatically (see Equation (1)).

De�nition 2.2 (Precursor). Given two users u ′ and u such that u ′
is a Candidate Precursor of u and a value τu ∈ < we say that u ′ is a
Precursor of u if the following condition holds.

|{i | (i, tui ) ∈ Pu ∧ (i, tu′i ) ∈ Pu′ ∧ tu′i < tui )}| ≥ τu

We use Pu to denote the set of Precursors of u.

A general procedure to evaluate τu can be that of considering the
mean of the common items previously rated by P̂u .

τu =

∑
u′∈P̂u |{i | (i, tui ) ∈ Pu ∧ (i, tu′i ) ∈ Pu′ ∧ tu′i < tui )}|

|P̂u |
(1)

To give an intuition on the computation of Precursors and of τu let
us describe the simple example shown in Figure 1. Here, for the sake

Figure 1: Example of Precursors computation.

of simplicity, we suppose that there are only four users and ten items
and u is the user we want to provide recommendations to. Items that
users share with u are highlighted in blue and items with a dashed
red square are the ones that have been rated before u. We see that
P̂u = {u2,u4}. Indeed, although u3 rated some of the items also rated
by u they have been rated after. By Equation (1) we have τu = 4

2 = 2.

Then, only u2 results to be in Pu because she has 3 > 2 shared items
rated before those of u. As for u3, it is more likely that u is a Precursor
of u4 and not vice versa.

2.1 The temporal dimension
As the de�nition of Precursor goes through a temporal analysis of
user behaviors, on the one side, we may look at the timestamp of the
last rating provided by a Precursor in order to identify how active she
is in the system. Intuitively, the contribution to popularity for users
who have not contributed recently with a rating is lower than “active”
users. On the other side, given an item in the pro�le of a Precursor
we are interested in the freshness of its rating. As a matter of fact,
old ratings should a�ect the popularity of an item less than newer
ratings. Summing up, we may classify the two temporal dimensions as
old/recent user and old/recent item. In order to quantify these two
dimensions for Precursors we introduce the following timestamps:

t0 this is the reference timestamp. It represents the “now” in
our system;

tu′i is the time when u ′ rated i;
tu′l represents the timestamp associated to the last item l rated

by the user u ′.
In order to embed time in a recommendation approach, a temporal

decay e−β ·∆T is usually adopted where ∆T is a variable taking into
account the age of a rating. Di�erent temporal variables are typically
used [7, 14], and they mainly focus on old/recent items. ∆T may
refer to the timestamp of the items with reference to the last rating of
u ′ [7] ∆T = tu′l− tu′i or to the reference timestamp [14] ∆T = t0− tu′i.
As we stated before, our approach captures the temporal behavior of
both old/recent users and old/recent items at the same time. We
may analyze the desired ideal behavior of ∆T depending on the three
timestamps previously de�ned as represented in Table 1. Let us focus

recent user
(t0 ≈ tu′l)

old user
(t0 � tu′l)

recent item
(tu′l ≈ tu′i) ≈ 0 t0 − tu′l
old item

(tu′l � tu′i)
tu′l − tu′i t0 − tu′l

Table 1: Ideal values of ∆T w.r.t. the Precursor characteristics
on each case. In the upper-left case we want ∆T to be as small as
possible because both u ′ and the rating for i are “recent” and then
highly representative for a popularity dimension. In the upper-right
case, the rating is recent but the user is old. The last item has been
rated very close to i but a large value of ∆T should remain because the
age ofu ′ penalizes the contribution. The lower-left case denotes a user
that is active on the system but rated i a long time ago. In this case
the contribution of this item is almost equal to the age of its rating.
The lower-right case is related to a scenario in which both the rating
and u ′ are old. In this scenario, the di�erences between the reference
timestamp minus the last interaction and the reference timestamp
minus the rating of i are comparable: (t0 − tu′l) ≈ (t0 − tu′i). In this
case, we wish the contribution of ∆T should consider the elapsed time
from the last interaction (or the rating) until the reference timestamp.
All the above observations, lead us to the following formulation:

∆T = |t0 − 2tu′l + tu′i | (2)
It is quite straightforward deriving the ideal behavior for each case
in Table 1 using Equation (2). In order to avoid di�erent decay co-
e�cients, all ∆Ts are transformed in days (from milliseconds) as a
common practice.
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2.2 The Recommendation Algorithm
We modeled our algorithm TimePop to solve a top-N recommendation
problem. Given a user u, TimePop computes the recommendation list
by executing the following steps:

(1) Compute Pu ;
(2) For each item i such that there exists u ′ ∈ Pu with (i, tu′i ) ∈

Pu′ compute a score for i by summing the number of times it
appears in Pu′ multiplied by the corresponding decay func-
tion;

(3) Sort the list in decreasing order with respect to the score of
each i .

For sake of completeness, in case there were no precursors for a certain
user, a recommendation list based on global popularity is returned
to u. Moreover, if TimePop is able to compute only m scores, with
m < N , the remaining items are returned based on their value of
global popularity1.

3 EXPERIMENTAL EVALUATION
In order to evaluate TimePop we decided to test our approach consid-
ering di�erent domains and di�erent tasks. Two of them related to
the movie domain —the well-known Movielens1M2 dataset (focused
on free movie recommendations) and Amazon3 Movies (in which
single items can be purchased)— and a dataset referring to toys and
games —Amazon Toys and Games. Moreover these datasets come
with timestamps, which are needed for our purposes. “All Unrated
Items” [22] protocol has been chosen to compare di�erent algorithms
where, for each user, all the items that have not yet been rated by the
user all over the platform are considered.

Dataset splitting. In order to evaluate time-aware recommender
systems in an o�ine experimental setting, a typical k-folds or hold-out
splitting would be ine�ective and unrealistic. We wanted the training
set to be as close as possible to an on-line real scenario in which the
recommender system is deployed. To reach this goal we used the
splitting from [9], also used in [5]. Best practices in recommender
systems evaluation suggest that it represents a more realistic temporal
dynamic in an actual time-aware recommendation scenario. In details,
we used a �xed timestamp t0 that has been chosen by �nding the
one that maximizes the number of users that maintain at least 15
ratings in the training set and 5 ratings in the test set. The choice of
setting a minimum number of ratings less than 15 would have heavily
a�ected the results, shadowing the evaluation of performance in a non
cold-start scenario. Hence we decided to not address the cold-start
users in this work. We exploited such a timestamp thus obtaining a
training set that represents the past of our system with reference to
t0, and a test set that collects the events that are going to happen, i.e.,
all those ratings happening after t0. Training set and test set for the
three datasets are publicly available4 along with the splitting code5 for
research purposes. The resulting datasets characteristics are depicted
in Table 2.

In order to evaluate the algorithms we measured normalized Dis-
count Cumulative Gain@N (nDCG@N ). The metric was computed
per user and then the overall mean was returned using the RankSys6

1We wish to highlight that in the experimental evaluation presented in this work, the
former conditions never occur. Hence, the results only refer to recommendations provided
by TimePop.
2https://grouplens.org/datasets/movielens/1m/
3http://jmcauley.ucsd.edu/data/amazon/
4https://github.com/sisin�ab/DatasetsSplits
5https://github.com/sisin�ab/DatasetsSplits/tree/master/SplittingAlgorithms/
FixedTimestamp
6http://ranksys.org/

dataset # users # items # ratings spars.(%)
movielens 859 3,375 185,035 93.61756

AmazonMovies 3619 68,514 288,339 99.88371
AmazonToys 1108 24,158 38,317 99.85685

Table 2: Datasets statistics after splitting.
framework. The threshold used to consider a test item as relevant has
been set to the value of 4 w.r.t. a 1-5 scale for all the three datasets.

Baselines. We evaluated our approach w.r.t CF and time-aware
techniques. MostPopular was included as TimePop is a time-aware
variant of “Most Popular”. From model-based collaborative �ltering
approaches we selected some of the best performing matrix factoriza-
tion algorithms WRMF trained with 10 latent factors, a regulariza-
tion parameter set to 0.015, α set to 1 and 15 iterations, and FM[19],
computed with an ad-hoc implementation of a 2 degree factoriza-
tion machine with 10 latent factors, considering users and items as
features, trained using Bayesian Personalized Ranking Criterion[20].
We considered the ad-hoc implementation needed because we found
no Java implementations of Factorization Machines optimized using
BPR criterion explicitly written for recommender systems. More-
over, we compared our approach against the most popular memory-
based kNN algorithms, Item-kNN and User-kNN [21], together
with their time-aware variants (Item-kNN-TD, User-kNN-TD)[7].
We included TimeSVD++ [14] in our comparison even though this
latter has been explicitly designed for the rating prediction task
while TimePop computes a top-N recommendation list. We included
TimeSVD++ as it is one of the most important advances in time-
aware RS. Finally BFwCF [5] is an algorithm that takes into account
interaction sequences between users and it uses the last common
interaction to populate the candidate item list. In this evaluation
we included the BFwCF variant that takes advantage of similarity
weights per user and two time windows, left-sided and right-sided
(Backward-Forward). BFwCF was trained using parameters from [5]:
100 neighbors, indexBackWards and indexForwards set to 5, normal-
ization and combination realized respectively via DummyNormalizer
and SumCombiner. Recommendations were computed with the im-
plementation publicly provided by authors. For all user-based and
item-based scheme algorithms 80 neighbors were considered. Recom-
mendations for MostPopular, WRMF, User-kNN were computed
using the MyMediaLite7 implementation. Item-kNN, User-kNN-TD
and Item-kNN-TD were computed with an ad-hoc implementation
based on MyMedialite and [7]. In particular, in order to guarantee a
fair evaluation, for all the time-based variants the β coe�cient was
set to 1

200 [14]. TimeSVD++ was trained using parameters used in
[14]. All ad-hoc implementations are publicly available8 for research
purposes.

3.1 Results Discussion
Results of experimental evaluation are shown in Figure 2 which illus-
trate nDCG (2a, 2b, 2c) curves for increasing number of top ranked
items returned to the user. Signi�cance tests have been performed
for accuracy metrics using Student’s t-test and p-values and they
result consistently lower than 0.05. By looking at Figure 2a we see
that TimePop outperforms comparing algorithms in terms of accuracy
on AmazonMovies dataset. We also see that algorithms exploiting
a Temporal decay function perform well w.r.t. their time-unaware
variants (User-kNN and Item-kNN) while matrix factorization algo-
rithms (WRMF ,TimeSVD++ and FM) perform quite bad. We assume

7http://www.mymedialite.net/
8https://github.com/sisin�ab/recommenders
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(a) nDCG on AmazonMovies (b) nDCG on Movielens (c) nDCG on AmazonToys

Figure 2: nDCG @N varying N in 2..10

this is mainly due to the high sparsity of the User-Item matrix (99.88%,
Table 2). Results for Amazon Toys and Games dataset are analogous
to those computed for Amazon Movies. The evaluation on the Movie-
lens dataset shows some di�erences with reference to the previous
two datasets. TimePop is still the most accurate approach, however
WRMF, Time SVD++ and FM provide results which are more accu-
rate than those computed for the two Amazon datasets. If we look
at the sparsity values of the User-Item matrix (see Table 2) we ob-
serve Movielens dataset is less sparse than the other datasets. For this
dataset it is worth to notice that taking into account time is not a
key element (User-kNN-TD and Item-kNN-TD perform worse than
the time-unaware variants), and MostPopular shows very high per-
formance, even better than Matrix Factorization techniques. This is
probably due to the strong popularity bias of MovieLens dataset. As
for the lower in�uence of time in the accuracy of results we took a
look at the distribution of timestamps in the various datasets with
reference to the users. It is well known that timestamps in Movielens
are related to the time ratings are inserted on the platform and they do
not re�ect the exact time of fruition for the item [3, 5, 10]. Moreover,
in Movielens there are several users that rated a lot of movies the same
day, with a user who reached the maximum of 1,080 movies rated
the same day and another one with an average number of ratings
per single day of 884. In Amazon Movies (maximum of 216 and a
maximum average of 37) and Amazon Toys (maximum of 42 and a
maximum average of 22.3) the trends are much di�erent and this could
heavily a�ect the results of time-aware algorithms. Nonetheless, it is
important to notice that, despite that, TimePop always outperforms
competing algorithms also in a dataset with low sparsity and high
popularity bias such as Movielens.

4 CONCLUSION AND FUTUREWORK
In this paper we presented TimePop, a framework that exploits local
popularity of items combined with temporal information to compute
top-N recommendations. The approach relies on the computation of a
set of time-aware neighbors named Precursors that are considered the
referring population for a user we want to serve recommendations.
We compared TimePop against state-of-art algorithms showing its
e�ectiveness in terms of accuracy despite its lower computational
cost in computing personalized recommendations.
We are currently working on the adoption of the ideas behind TimePop
to the identi�cation and computation of time-aware communities in
recommender systems.
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ABSTRACT
In this paper, we consider the promise and challenges of deploy-
ing recommendation and information retrieval technology to help
teachers locate resources for use in classroom instruction. The class-
room setting is a complex environment presenting a number of chal-
lenges for recommendation, due to its inherent multi-stakeholder
nature, the multiple objectives that quality educational resources
and experiences must simultaneously satisfy, and potential discon-
nect between the direct user of the system and the end users of
the resources it provides. In this paper, we outline these challenges,
highlight opportunities for new research, and describe our work
in progress in this area including insights from interviews with
working teachers.
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1 INTRODUCTION
Students in the U.S. primary and secondary educational systems
frequently engage with educational content through textbooks
and commercially-available reading collections. Supplementing or
replacing these readings with authentic (that is, created for purposes
other than pedagogy, such as news or information), current texts
that are accessible to students at their reading skill and domain
knowledge and resonate with students’ various interests has the
potential to help students better engage with the material.

While suitable resources likely exist, it is difficult to find current
news articles that are appropriate (both in content and readability)

ComplexRec 2018 Second Workshop on Recommendation in Complex Scenarios, October
7, 2018, Vancouver, Canada.
2018. ACM ISBNCopyright for the individual papers remains with the authors. Copying
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for upper-elementary, middle, and high school classrooms. As a
result, teachers often either reuse outdated materials or opt not to
engage students in this type of authentic reading. One Boise-area
teacher we recently interviewed said “I want to make sure they are
reading and writing in my class more, but I just, sometimes, either
can’t find or don’t have the time to find the resources I need to get
them to do that at the level where I know they can do that.”

This is particularly true for teachers working with struggling
readers and language learners, as the additional scaffolding such
students require in order to understand the content of typical news
sources seems (and often is) time- and cost-prohibitive. We see
significant potential for information retrieval and recommendation
technology to aid in this process, enabling teachers to quickly locate
a diverse collection of texts from the Web to help their students
connect their learning to life and the world around them.

Elsewhere [11] we have discussed some of the challenges, par-
ticularly around data availability, in building and evaluating ap-
plications in this setting. In this paper, we focus on the intrinsic
complexity of the recommendation problem itself: locating rele-
vant, current texts in a classroom setting. We identify four primary
dimensions that complicate this problem — multiple stakeholders,
multiple objectives, multiple desired resources, and a disconnect
between the system user and the end user of the retrieved content —
that together make it a significantly more complex recommendation
scenario than is typically considered in the research literature.

Effectively meeting teacher and classroom information needs in
this setting will require significant new advances across multiple
disciplines and specialties. Our argument here draws from our study
of the problem space, interviews with teachers about their current
and desired information practices1, and our experience developing
a prototype tool for locating news articles for classroom use.

2 MULTIPLE STAKEHOLDERS
Many — if not most — recommendation problems involve multiple
stakeholders [3]. Systems have direct users, but content creators,
system operators, and society at large can be helped or harmed by
the recommender system’s operation. The extent to which these

1Interviews were conducted under a study design approved by the Boise State Univer-
sity Institutional Review Board, protocol #113-SB17-238.
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different stakeholders’ perspectives should be considered or repre-
sented in the design or evaluation of recommender systems is just
now starting to see exploration [3, 5].

Burke and Abdollahpouri [2] identify a number of stakeholders
involved in certain educational recommendation contexts: in rec-
ommending educational opportunities to students in the Chicago
City of Learning program, both individual students’ needs and in-
terests as well as the interests of the various institutions providing
recommended opportunities are relevant to assessing the system’s
effectiveness at matching students with opportunities.

The classroom setting we endeavor to enhance creates evenmore
complex problems in terms of the set of stakeholders:

• Individual students have an interest in their education, and
also have particular interests, ambitions, and capabilities.

• The teacher has an interest in fostering student learning
engaging students with content.

• The school and its supporting institutions (e.g. the state, in
public education) have particular learning outcomes and
established standards regarding student learning and class-
room instruction.

• The community has an interest in well-educated youth who
are able to apply content knowledge to their world andmean-
ingfully interpret current events.

Accounting for the impact of new educational capabilities on
these stakeholders in both the design and evaluation of these tech-
nologies is a challenge. We are taking a teacher-centered approach,
trusting teachers to know their educational contexts as well as
anyone, and beginning our work by seeking to understand how
they locate and curate resources for their classrooms.

3 MULTIPLE OBJECTIVES
Most recommendation systems are optimizedwith a single objective
in mind, i.e., optimize sales or click-rate. Multi-objective recom-
mendation techniques [13] move beyond this to jointly optimize
multiple criteria such as offline accuracy and diversity. Classroom
material recommendations need to consider trade-offs between
several objectives that sometimes compete between each other in
order to find adequate resources; further, some of these objectives
are imposed by external constraints.

The teachers we spoke with highlighted the difficulty of using
existing systems to locate new texts. One teacher said “I try to look
online, on Google and stuff like that but there’s. . . a vast array of
stuff and you have to really search for it. . . ”. Existing technologies,
while effective at optimizing for general query relevance, do not
take into account the specific objectives of teachers in a classroom
setting. Tools that do so have the potential to make it far easier for
teachers to locate useful material.

One immediate objective in the classroom setting is readability.
In order to learn from a text with assistance, a child should be able
to decode 90% of it; to learn independently, that requirement rises
to 98% [1]. Multiple teachers mentioned this specific difficulty; one
commented on the difficulty of finding “things they [her students]
can read and understand.” An effective retrieval or recommendation
system for educational reading material should help the teacher
ensure the documents are readable by each student in the class.

Retrieved materials should be curricularly relevant: they should
connect to the curricular needs of the students and classroom so
that core topics taught in class are reinforced by the readings. To
date, there is not one set of curriculum standards, therefore the
needs are going to vary by state and district. Furthermore, there
are additional standards to meet the needs of diverse students —
for instance, those instructing English Language Learners need to
address both content and language development standards [15].

In addition to relevance to core curriculum topics such as math
or science, the teacher may wish to target resources that promote
side skills such as critical thinking, reasoning, or understanding and
respect towards other cultures. For instance, students are better
able to understand those who are different from them when they
have an opportunity to read about and vicariously experience other
perspectives [6, 14].

Student interest is important to motivate students and facilitate
learning. Prioritizing resources likely to match student interests
will make it easier for the teacher use the system to enhance their
teaching. In order to prioritize interesting resources, the system
should be able to consider the time of the year, location, and re-
cency (a document might become of interest right after an specific
event) of candidate resources, as well as individual backgrounds
and personal interests of the students. Several teachers mentioned
this challenge as well; one biology teacher specifically wished she
could find readings to make the content more relevant, as very few
of her students had interest in pursuing STEM fields.

Finally, the content of recommended resources should be ap-
propriate for an educational environment, avoiding content that
can risk the psychological integrity of the students. Defining such
safe or suitable content, however, poses a challenge on itself, as it
is influenced by multiple factors including age, culture, religion,
geopolitical context, or even past experiences of the student. As the
experts on their particular teaching context and group of students,
teachers know these factors as well as anyone. A system that works
with and empowers the teacher, instead of replacing or automat-
ing their work, can enable learning experiences that leverage that
expertise to avoid local faux pas.

The complex multi-objective needs of recommendations in the
classroom environment highlight a need of researchers from mul-
tiple disciplines to cooperate in order to adequately address the
problem.

4 MULTIPLE RESOURCES
Much existing recommendation literature has focused on recom-
mending individual items or lists of items from which the user will
select one to purchase or experience. Some work has looked at
set or package recommendations, where multiple items are to be
consumed together, or where the set is selected as a whole with the
goal of improving the user’s overall experience with the decision-
making process and its outcome.

In selecting resources for classroom instruction, the teacher will
typically be looking for a collection of readings that will map to
different students’ interests, experiences, and abilities. One teacher
we interviewed described her efforts to find “mild”, “medium”, and
“spicy” (referring to the reading levels) texts on a similar topic to
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Figure 1: LITERATE Architecture

reach the diverse needs of her students. One-size-fits-all recommen-
dation and retrieval is unlikely to produce a compelling learning
experience.

We have the opportunity, though, to decompose the problem
somewhat: rather than attempting to do single-shot recommenda-
tion of an entire collection of readings, we can consider algorithms
and interfaces that support incremental curation of the final selec-
tion: suggesting articles that will meet student needs that are not
already covered by the articles selected so far.

This setting will also provide opportunity to study additional
modes of recommendation in the curation process, such as identi-
fying items in the collection that have become redundant, or items
that could replace existing items and improve the collection’s over-
all usefulness for the classroom.

5 EXPERT IN THE LOOP
Finally, supporting classroom instruction involves a system user
(the teacher) who is distinct from the end users of the content
(the students). This is quite useful for addressing some difficulties
in supporting classroom instruction, such as final assessments of
resource suitability and accounting for local context in selecting
resources. However, it takes the problem outside of the realm of
most existing research on human-recommender interaction.

The vast majority of research has focused on supporting di-
rect users who are consuming content for themselves. Outside of
human-centered recommender systems research, existing models
and theories of information-seeking behavior [4, 12] similarly tend
to focus on users seeking to meet their own information needs.
There is little existing research to guide adaptations to algorithms,
explanations, and other aspects of the system to such settings.

In addition to retrieval and recommendation algorithms for lo-
cating and ranking candidate resources, meeting educators’ infor-
mation needs will require substantial user interface work to enable
the teacher to express their needs and provide them with aids and
explanations to evaluate the retrieved resources. This may be eased
somewhat by the fact that the system user has substantial domain
expertise, but both the information need and resource relevance
criteria have a great deal of information that needs to be elicited
and displayed.

Figure 2: The current LITERATE Interface

6 THE LITERATE PROJECT
These issues arise in the context of our work to develop LITERATE
(Locating Informational Texts to Engage Readers And Teach Equi-
tably) [11], a tool for helping teachers locate informational texts
from the web to enhance their work with students.

Reading about and understanding the experiences of others can
promote empathy and civility amongst students [8]. In its current
iteration, which will serve as foundation for future research projects
in this area, LITERATE aims to promote equity and empathy in
education by helping teachers more efficiently find news articles to
engage their students in dialog about current events. Incorporating
such material into the classroom will help teachers engage learners
in the democratic process; providing computational support to help
the teacher tailor material to the needs and interests of the various
students in the classroom will enhance their ability to provide these
benefits to all students.

Using news to discuss current events in education gives students
an opportunity to consider diverse perspectives and learn to engage
as active and responsible citizens [7]. This sort of civic education can
increase political engagement for underrepresented minority and
marginalized populations [10]. We eventually want to help teachers
locate resources from across the web, but the high pedagogical
usefulness of news makes it a promising domain for the first version
of LITERATE, shown in Figure 2.
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As illustrated in Figure 1, LITERATE will support teachers in tai-
loring content to match individual student needs. We use NewsAPI
to locate news articles for a teacher-specified topic, and filter and
annotate the results based on reading levels, in addition to other
contextual features, such as resource length, type, targeted grade
ranges, and top-3 representative keywords. The key technical con-
tribution of LITERATE’s current iteration is the incorporation of
readability into the search process.

To inform our development and research work, we have been
interviewing teachers in the Boise, Idaho area about their current
practices and desired capabilities for locating supplemental texts
and incorporating them into their teaching.

LITERATE is an ongoing project, and its further development
will require us to address each of the dimensions of complexity
we have described, in addition to modeling nontrivial information
in a complex information space. We will need to further develop
news representations with rich metadata we can leverage to match
K-12 curriculum, design and test interfaces to capture complex
information needs via the expert in the loop, and adapting the
content of “relevance" to capture classroom suitability, students’
abilities and backgrounds and teachers’ curricular needs.

Using LITERATE as a platform, we will be able to evaluate and
refine solutions as we receive direct feedback from teachers, advanc-
ing the state of the art in supporting complex information retrieval
and recommendation tasks. As an immediate next step, we expect
to incorporate much richer notions of text cohesion and content
suitability into our ranking strategy while slowly transitioning from
retrieval to recommendations. We also aim to enable LITERATE
to tune its results to the curricular and stakeholder requirements
of an specific classroom and to suggest sets of news articles that
match curricular needs as the academic year progresses while ac-
counting for readability levels and other needs of the students in
the corresponding classroom.

We see the Web as the greatest open textbook available to edu-
cators, and LITERATE will — we hope — give them the power to
find the right page in their quest for suitable class resources.

7 CONCLUSION
Supporting teachers in the work of preparing for classroom instruc-
tion is a complex, multi-dimensional information need. Substantial
new work in both the user experience and underlying algorithmic
foundations of information retrieval and recommender systems
will be needed in order to deliver applications that are efficient and
responsive to pedagogical needs.

At the same time, there is great promise in the ability for new
technologies to support the work of teachers in providing com-
pelling, engaging, and current material to their students. The teach-
ers we interviewed repeatedly highlighted the difficulties in locat-
ing, curating, and using new texts with existing technologies in the
limited time they have available, and we don’t think it needs to be
so difficult.

Empowering teachers to improve the diversity, relevance, and
representativeness of the texts in their classrooms will also have
valuable social effects. The texts themselves are likely to promote
civic and political engagements [8]. There is also a significant gap

in the availability of enriching texts for students of different so-
cioeconomic status [9]; aiding teachers in making use of freely
available texts from the Web has the potential to help close this gap
by providing richer sets of readings to students who previously did
not have them available.

We expect our future work on this project to result in significant
advancements in recommender systems and information retrieval
technology, particularly in eliciting and meeting complex, multi-
dimensional information needs, and have a positive impact on the
work of teachers and their students’ learning experiences.
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