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•  Social	  bookmarking	  for	  scien@fic	  papers	  (and	  Web	  pages)	  
–  Intended	  to	  support	  researchers	  in	  sharing	  references	  and	  bibliographies	  
–  Several	  features	  

•  Ar@cle	  metadata	  
•  BibTex,	  RIS,	  	  
	  EndNote,	  etc.	  

•  Tagging	  
–  Examples	  

•  CiteULike	  
•  BibSonomy	  
•  Connotea	  

Social	  reference	  managers	  



Spam	  

•  In	  a	  social	  bookmarking	  context:	  
–  Users	  pos@ng	  content	  and	  tags	  designed	  to	  mislead	  others	  

•  Open	  ques@ons	  
–  How	  big	  of	  a	  problem	  is	  it?	  
–  How	  harmful	  to	  which	  task?	  
–  How	  can	  we	  deal	  with	  it?	  
–  LiYle	  research	  done	  
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Task	  

•  Task	  defini@on	  take	  from	  the	  2008	  Discovery	  Challenge	  
–  Annually	  organized	  data	  mining	  compe@@ons	  
–  Two	  tasks	  in	  2008	  

•  Tag	  recommenda@on	  
•  Spam	  detec@on	  

•  Spam	  detec@on	  task	  
–  Learn	  a	  model	  that	  predicts	  spam	  at	  the	  user	  level	  
–  Equal	  to	  detec@ng	  spam	  users	  
–  Organizers	  provided	  a	  pre-‐labeled	  data	  set	  
–  All	  of	  a	  spam	  user’s	  posts	  are	  labeled	  as	  spam	  



Data	  sets	  

•  BibSonomy	  
–  Provided	  by	  Discovery	  Challenge	  organizers	  
–  Dump	  of	  BibSonomy	  ranging	  from	  beginning	  2006	  to	  March	  31,	  2008	  
–  Approx.	  39,000	  users	  and	  >	  2	  million	  posts	  
–  Divided	  in	  training	  and	  test	  set	  
–  Percentage	  of	  spam	  users	  is	  93.2%	  

•  CiteULike	  
–  Used	  a	  public	  November	  2007	  dump	  as	  star@ng	  point	  
–  Randomly	  selected	  ~20%	  subset	  (5,200	  users)	  to	  annotate	  
–  Straighforward	  interface	  showed	  5	  random	  posts	  to	  annotators	  
–  Percentage	  of	  spam	  users	  is	  28.1%	  
–  Many	  spam	  posts	  in	  data	  dump	  are	  filtered	  from	  CiteULike	  website	  

•  So	  metadata	  for	  spam	  posts	  not	  consistently	  available!	  



Data	  representa7on	  

•  BibSonomy	  
–  Treated	  bookmarks	  and	  BibTeX	  the	  same	  
–  Divide	  the	  metadata	  into	  4	  different	  fields:	  TITLE,	  DESCRIPTION,	  TAGS,	  and	  

URL	  
–  Normalized	  the	  URL	  (tokeniza@on,	  removal	  of	  common	  prefixes/suffixes)	  

•  CiteULike	  
–  Clean	  posts	  had	  metadata,	  but	  most	  spam	  posts	  did	  not	  
–  Used	  only	  TAGS	  metadata	  for	  a	  fair	  comparison	  

	  



Example	  of	  a	  clean	  post	  

<DOC>  

  <DOCNO> 694792 </DOCNO>  

  <TITLE>  

    When Can We Call a System Self-Organizing  

  </TITLE>  

  <DESCRIPTION>  

    ECAL Carlos Gershenson and Francis Heylighen  

  </DESCRIPTION>  

  <TAGS>  

    search agents ir todo  

  </TAGS>  

  <URL>  

    springerlink metapress openurl asp genre article issn  

    0302 9743 volume 2801 spage 606  

  </URL>  

</DOC>	  

author	  
book@tle	  



Experimental	  setup	  &	  evalu7on	  

•  Experimental	  setup	  
–  BibSonomy:	  pre-‐defined	  split	  in	  training	  and	  test	  material	  

•  Official	  training	  material	  divided	  in	  80-‐20	  split	  on	  users 	  (38,920	  users)	  
•  80%	  training	  set 	   	   	   	   	  (25,372	  users)	  	  
•  20%	  valida@on	  set	  for	  parameter	  op@miza@on	   	  	  	  (6,343	  users)	  
•  Official	  test	  set 	   	   	   	   	  	  	  (7,205	  users)	  

–  CiteULike	  
•  60%	  training	  set 	   	   	   	   	  	  	  (4,160	  users)	  	  
•  20%	  valida@on	  set	  for	  parameter	  op@miza@on	   	  	  	  	  	  	  (520	  users)	  
•  20%	  test	  set 	   	   	   	   	  	  	  	  	  	  (520	  users)	  

•  Evalua@on	  metric	  
–  AUC	  (Area	  Under	  the	  ROC	  Curve)	  
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Our	  approach	  

•  Inspired	  by	  Mishne	  et	  al.	  (2005)	  for	  blog	  spam	  
•  Approach	  based	  on	  similar	  language	  use	  of	  similar	  users	  

–  We	  compare	  language	  models	  of	  spam	  and	  ‘genuine’	  content	  

•  Two-‐stage	  approach	  
–  Determining	  most	  similar	  matching	  content	  using	  language	  models	  
–  Let	  the	  most	  similar	  matches	  determine	  the	  spam	  label	  



•  At	  what	  level	  should	  we	  compare	  our	  language	  models?	  

Matching	  language	  models	  

SPAM	   CLEAN	  



Matching	  language	  models	  

1.  	  	  	  	  	  	  	  

2.  	  	  	  	  	  	  	  

3.  	  	  	  	  	  	  	  

4.  	  	  	  	  	  	  	  

5.  	  	  	  	  	  	  	  
collec@on	  of	  
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new user
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collec@on	  of	  
posts	  

new user

post-level 
matching



•  (Dis)similarity	  between	  LMs	  calculated	  using	  KL-‐divergence	  
–  Used	  Indri	  Toolkit	  for	  experiments	  

•  Experimented	  with	  all	  fields	  combined	  and	  all	  4	  fields	  separately	  
–  9	  different	  matchings	  

Matching	  language	  models	  

TITLE
DESCRIPTION

TAGS
URL

collection 
(training set)

TITLE
DESCRIPTION

TAGS
URL

new 
users/posts



Spam	  classifica7on	  

•  Aoer	  the	  matching	  phase	  we	  get	  a	  normalized	  ranking	  
–  Each	  user/post	  has	  a	  score	  between	  0	  and	  1	  and	  a	  binary	  spam	  label	  

•  Ques@ons	  
–  How	  many	  of	  the	  top	  k	  matches	  help	  determine	  the	  final	  label?	  

•  Op@mized	  on	  AUC,	  from	  k	  =	  1	  to	  k	  =	  1000	  

–  How	  do	  the	  top	  k	  matches	  contribute	  towards	  the	  final	  label?	  
•  Simplest:	  take	  top	  label	  
•  A	  bit	  more	  sophis@cated:	  take	  average	  label	  among	  top	  k	  
•  What	  we	  did:	  take	  average	  label,	  weighted	  by	  normalized	  score	  

–  At	  the	  post	  level	  we	  get	  per-‐post	  weighted	  average	  scores	  
•  Simple	  average	  of	  per-‐post	  scores	  is	  then	  calculated	  for	  each	  test	  user	  

SPAM

1.	  
2.	  
3.	  
4.	  
5.	  
6.	  
7.	  
8.	  
9.	  
10.	  

CLEAN

using the maximum and minimum similarity scores simmax and
simmin using the formula from Lee (1997):

simnorm = simoriginal ⇥ simmin
simmax ⇥ simmin

(2)

In our BibSonomy data set we have four different metadata fields
available to generate the language models of the posts and user pro-
files in our training collection: title, description, tags, and tokenized
URL. In addition to these ‘complete’ runs with all fields, we also
ran experiments where we only used the information from the four
fields separately. An example would be to use only the tags from
the training users and the test users. This resulted in five different
runs for BibSonomy. For CiteULike we only had the tags avail-
able, so we performed only one run here. Finally, another option
we tried was using all of the available metadata fields in the train-
ing set, but restricting the information used of the users and posts
in the validation and test sets. This resulted in four extra runs on
the BibSonomy data set, one for each metadata field.

4.2 Spam Classification
After we generated the language models for all posts and user

profiles, we obtained the normalized rankings of all training doc-
uments relative to each test post or user profile. For each of the
best-matching training documents, we used the manually assigned
spam labels to generate a single spam score for the new user. The
simplest method of calculating such a score would be to output
the spam label of the top-matching document. A more elegant op-
tion would be to take the most common spam label among the top
k hits. We settled on calculating a weighted average of the simi-
larity scores multiplied by the spam labels, as preliminary exper-
iments showed this to outperform the other options. Spam scores
score(ui ) for a user ui were calculated according to the following
equation:

score(ui ) =
�k

r=1,r ⌅=i sim(ui , ur ) · label(ur )

k
(3)

where for the top k matching users ur from ranks 1 to k the
similarity score sim(ui , ur ) between the user in question ui and
the matching user ur is multiplied by the spam label label(ur ) of
that matching user. The total weighted scores are divided by the
number of matches k, yielding a weighted average score for ui .

For post-level classification, this meant we obtained these weighted
average spam scores on a per-incoming-post basis. To arrive at
user-level spam scores, we then matched each incoming post to a
user and calculated the average per-post score for each user. Equa-
tion 3 was then used to calculate the final spam scores. In the rare
case that no matching documents could be retrieved, we resorted
to assigning a default label of no spam (‘0’). Our default classifi-
cation was to predict a clean user, as for BibSonomy, for instance,
these 0.7% of test users for which no matching documents could be
retrieved were legitimate users in 84.2% of the cases.

To make the final classification step, the remaining question is
how many of the top matching results should be used to predict the
spam score. In this, our approach is similar to a k-nearest neigh-
bor classifier, where the number of best-matching neighbors k de-
termines the prediction quality. Using too many neighbors might
smooth the pool from which to draw the predictions too much in
the direction of the majority class, while not considering enough
neighbors might result in basing too many decisions on accidental
similarities. We optimized the optimal value for k for all of the
variants separately on the AUC scores on the validation set. These
optimal values of k were then used to calculate the final scores on

the test sets.

5. RESULTS
Table 2 lists the outcomes of our different spam detection ap-

proaches on the two collections. Since we optimized on the val-
idation sets, we mainly focus on the test set scores to draw our
conclusions. The best performing approach on BibSonomy, at an
AUC score of 0.9661, is spam detection at the user level, using all
available metadata fields for both the query and collection posts.
The best post-level run on BibSonomy also used all of the data for
all of the posts, and achieves a score of 0.9536. On the CiteULike
data set, the best performance at the user level and post level yields
AUC scores of 0.9240 and 0.9079, respectively. This seems to sug-
gest that our approach generalizes well to other data sets and social
bookmarking systems. We observe that in general, using the lan-
guage models constructed at the user level outperforms using the
post-level language models. This is also visible in Figure 4, which
shows the ROC curves for the best user-level and post-level runs
for each collection.
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Figure 4: ROC curves of the best-performing user-level and
post-level approaches for both collections.

An interesting difference between the validation set and the test
set is that using only the tags to construct the language models
yields the best performance on the validation set, whereas perfor-
mance using only tags drops markedly on the test set. Using all
available metadata fields results in considerably more stable perfor-
mance across both BibSonomy evaluation sets, and should there-
fore be considered the preferred variant.

Another interesting observation is the difference in the optimal
size of the neighborhood k used to predict the spam labels. In al-
most all cases, the post-level approaches require a smaller k than
at the user level. The optimal neighborhood size for CiteULike is
the same for both the user-level and the post-level approach, and is
surprisingly smaller than for BibSonomy.

Finally, comparing the two different sets of BibSonomy runs,
using only the matching fields from both the collection and the in-
coming test posts results in slightly lower scores than when using
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Table 2: Results of our approaches on the BibSonomy and CiteULike data sets. Scores reported are AUC, with the best scores
for each set of collection runs printed in bold. The two “all fields” rows are one and the same run, but they are repeated here for
comparison purposes. The optimal neighborhood size k is listed for each user-level and post-level runs. For the same set of runs, the
same value of k was used in both the validation and the test set.

User level Post level
Collection Fields Validation Test k Validation Test k
BibSonomy all fields 0.9682 0.9661 235 0.9571 0.9536 50
(matching title 0.9290 0.9450 150 0.9055 0.9287 45
fields) description 0.9055 0.9452 100 0.8802 0.9371 100

tags 0.9724 0.9073 110 0.9614 0.9088 60
URL 0.8785 0.8523 35 0.8489 0.8301 8

BibSonomy all fields 0.9682 0.9661 235 0.9571 0.9536 50
(single title 0.9300 0.9531 140 0.9147 0.9296 50
fields in description 0.9113 0.9497 90 0.8874 0.9430 75
evaluation sets) tags 0.9690 0.9381 65 0.9686 0.9251 95

URL 0.8830 0.8628 15 0.8727 0.8369 15
CiteULike tags 0.9329 0.9240 5 0.9262 0.9079 5

the full data available in the collection and only restricting the fields
of the incoming posts.

6. DISCUSSION & CONCLUSIONS
In this paper we presented a adversarial information retrieval ap-

proach employing language modeling to detect spam in social ref-
erence management websites. We start by using language models
to identify the best-matching posts or user profiles for incoming
users and posts. We then look at the spam status of those best-
matching neighbors, and use them to guide our spam classifica-
tion. The results indicate that our language modeling approach to
spam detection in social bookmarking systems is promising, yield-
ing 0.9536 and 0.9661 AUC scores on spam user detection. This
confirms the findings of [12], who applied a similar two-stage pro-
cess using language modeling to detecting blog spam, albeit on a
smaller scale. One particular advantage of our approach is that it
could be implemented with limited effort on top of an existing so-
cial bookmarking search engine. After any standard retrieval run,
the top k matches can then be used to generate the spam classifica-
tion, requiring only a lookup of predetermined spam labels.

We experimented with using language models at two different
levels of granularity, and found that matching at the user level and
using all of the available metadata gave the best results. In gen-
eral, matching at the user level resulted in better performance then
matching at the post level for both BibSonomy and CiteULike. This
difference can be partly explained by the fact that the spam labels
for the users in both data sets were judged and assigned at the user
level, as this is the desired level of the end application; even if a
spam user posts ’genuine’ posts, the entire content of the spam user
should be deleted on grounds of the adversarial intentions behind
them. Yet, the ’genuine’ posts of spam users were automatically
flagged as spam, thereby introducing more noise for the post-level
classification than for the user-level classification. Early classifica-
tion of spam users at their earliest posts can therefore be expected
to be less accurate than the reported 0.95–0.96 range; post-level
AUC scores suggest this accuracy would be closer to 0.91–0.95.

Another likely explanation for the better performance of the user-
level approach is sparseness at the post level. A post-level approach
is more likely to suffer from incoming posts with sparse or miss-
ing metadata. For instance, although 99.95% of all posts in the

BibSonomy data set have valid tags7, this also means that it is pos-
sible for incoming posts to have no tags. Without any tags as meta-
data or sparse metadata in the other fields, our approach cannot find
any matching posts in the system. At the user level, this is much
less likely to happen: only 0.009% of all users never assign any
tags. Aggregating all metadata of a user’s posts can yield enough
metadata to base reliable predictions on, whereas the post-level ap-
proach can be affected by this to a greater extent. Missing tags
might also be a reason for the fact that performance on CiteULike
is slightly lower than performance on BibSonomy.

In the previous section, we observed that, comparing the two
different sets of BibSonomy runs, using only the matching fields
from both the collection and the incoming test posts resulted in
slightly lower scores than when using the full data available from
the collection, and only restricting the fields of the incoming posts.
This is probably also a matter of how much data is used: using only
matching fields reduces the amount of available metadata for gener-
ating the language models, which could make the matching process
slightly less effective. We can offer no explanation for the big drop
in performance of the tag-based approaches on BibSonomy when
comparing the validation set and the test set, other than overfitting
on the validation set, as was to be expected.

Finally, when looking at the optimal neighborhood sizes k for
BibSonomy, we see that in almost all cases the post-level approaches
require a smaller k than at the user level. We believe this is because
the presence of multiple topics in user profiles. Individual posts are
usually about a single topic, whereas a user profile is composed of
all of that user’s posts, which are likely to be about multiple topics
of interest. This makes finding the related posts to an individual
post easier, in the sense that it requires less nearest neighbors to
arrive at a prediction. At the user level, however, different parts of
a user’s profile might match up with different users already in the
system, thus requiring more nearest neighbors to arrive at a reliable
prediction.

6.1 Comparison with Related Work
With our approach and experimental setup we have improved

upon the work described in Mishne et al. (2005) in two ways. One

7Valid meaning with a tag other than system:unfiled, the default
tag that is assigned by the system when no tags were added by the
user.
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using the maximum and minimum similarity scores simmax and
simmin using the formula from Lee (1997):

simnorm = simoriginal ⇥ simmin
simmax ⇥ simmin

(2)

In our BibSonomy data set we have four different metadata fields
available to generate the language models of the posts and user pro-
files in our training collection: title, description, tags, and tokenized
URL. In addition to these ‘complete’ runs with all fields, we also
ran experiments where we only used the information from the four
fields separately. An example would be to use only the tags from
the training users and the test users. This resulted in five different
runs for BibSonomy. For CiteULike we only had the tags avail-
able, so we performed only one run here. Finally, another option
we tried was using all of the available metadata fields in the train-
ing set, but restricting the information used of the users and posts
in the validation and test sets. This resulted in four extra runs on
the BibSonomy data set, one for each metadata field.

4.2 Spam Classification
After we generated the language models for all posts and user

profiles, we obtained the normalized rankings of all training doc-
uments relative to each test post or user profile. For each of the
best-matching training documents, we used the manually assigned
spam labels to generate a single spam score for the new user. The
simplest method of calculating such a score would be to output
the spam label of the top-matching document. A more elegant op-
tion would be to take the most common spam label among the top
k hits. We settled on calculating a weighted average of the simi-
larity scores multiplied by the spam labels, as preliminary exper-
iments showed this to outperform the other options. Spam scores
score(ui ) for a user ui were calculated according to the following
equation:

score(ui ) =
�k

r=1,r ⌅=i sim(ui , ur ) · label(ur )

k
(3)

where for the top k matching users ur from ranks 1 to k the
similarity score sim(ui , ur ) between the user in question ui and
the matching user ur is multiplied by the spam label label(ur ) of
that matching user. The total weighted scores are divided by the
number of matches k, yielding a weighted average score for ui .

For post-level classification, this meant we obtained these weighted
average spam scores on a per-incoming-post basis. To arrive at
user-level spam scores, we then matched each incoming post to a
user and calculated the average per-post score for each user. Equa-
tion 3 was then used to calculate the final spam scores. In the rare
case that no matching documents could be retrieved, we resorted
to assigning a default label of no spam (‘0’). Our default classifi-
cation was to predict a clean user, as for BibSonomy, for instance,
these 0.7% of test users for which no matching documents could be
retrieved were legitimate users in 84.2% of the cases.

To make the final classification step, the remaining question is
how many of the top matching results should be used to predict the
spam score. In this, our approach is similar to a k-nearest neigh-
bor classifier, where the number of best-matching neighbors k de-
termines the prediction quality. Using too many neighbors might
smooth the pool from which to draw the predictions too much in
the direction of the majority class, while not considering enough
neighbors might result in basing too many decisions on accidental
similarities. We optimized the optimal value for k for all of the
variants separately on the AUC scores on the validation set. These
optimal values of k were then used to calculate the final scores on

the test sets.

5. RESULTS
Table 2 lists the outcomes of our different spam detection ap-

proaches on the two collections. Since we optimized on the val-
idation sets, we mainly focus on the test set scores to draw our
conclusions. The best performing approach on BibSonomy, at an
AUC score of 0.9661, is spam detection at the user level, using all
available metadata fields for both the query and collection posts.
The best post-level run on BibSonomy also used all of the data for
all of the posts, and achieves a score of 0.9536. On the CiteULike
data set, the best performance at the user level and post level yields
AUC scores of 0.9240 and 0.9079, respectively. This seems to sug-
gest that our approach generalizes well to other data sets and social
bookmarking systems. We observe that in general, using the lan-
guage models constructed at the user level outperforms using the
post-level language models. This is also visible in Figure 4, which
shows the ROC curves for the best user-level and post-level runs
for each collection.
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Figure 4: ROC curves of the best-performing user-level and
post-level approaches for both collections.

An interesting difference between the validation set and the test
set is that using only the tags to construct the language models
yields the best performance on the validation set, whereas perfor-
mance using only tags drops markedly on the test set. Using all
available metadata fields results in considerably more stable perfor-
mance across both BibSonomy evaluation sets, and should there-
fore be considered the preferred variant.

Another interesting observation is the difference in the optimal
size of the neighborhood k used to predict the spam labels. In al-
most all cases, the post-level approaches require a smaller k than
at the user level. The optimal neighborhood size for CiteULike is
the same for both the user-level and the post-level approach, and is
surprisingly smaller than for BibSonomy.

Finally, comparing the two different sets of BibSonomy runs,
using only the matching fields from both the collection and the in-
coming test posts results in slightly lower scores than when using
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Discussion	  

•  Straighforward	  approach	  with	  >90%	  score	  
•  User-‐level	  detec@on	  works	  beYer	  than	  post-‐level	  detec@on	  

–  Spam	  labels	  assigned	  at	  the	  user-‐level	  
–  Users	  are	  a	  beYer	  aggegra@on	  level;	  less	  sparse	  

•  Using	  only	  matching	  fields	  performs	  slightly	  lower	  than	  all	  
collec@on	  fields	  
–  Probably	  because	  of	  less	  data	  
–  Using	  all	  fields	  is	  the	  overall	  best	  approach	  on	  (the	  test	  set)	  

•  Approach	  works	  well	  on	  both	  data	  sets	  
•  Easy	  to	  implement	  on	  top	  of	  exis@ng	  search	  engine	  	  



Comparison	  with	  related	  work	  

•  Comparison	  to	  other	  Discovery	  Challenge	  submissions	  
–  Eight	  par@cipants	  scored	  over	  the	  baseline	  
–  Score	  of	  0.9661	  would	  have	  achieved	  third	  place	  
–  Four	  SVM	  approaches;	  one	  beYer	  then	  ours	  
–  Ridge	  regression	  approach	  performed	  beYer	  than	  ours	  
–  Naïve	  Bayes	  and	  five	  other	  machine	  learning	  approaches	  performed	  worse	  



Ques7ons?	  Comments?	  Sugges7ons?	  



Spam	  classifica7on	  

•  Not	  every	  new	  user	  has	  matching	  users/posts	  
–  Missing	  metadata	  or	  outlier	  users/posts	  
–  Only	  0.7%	  (44	  out	  of	  6343	  valida@on	  users)	  had	  no	  matches	  
–  Default	  predic@on	  is	  ‘clean’	  

•  These	  missing	  users	  were	  clean	  in	  84%	  of	  the	  cases	  in	  the	  valida@on	  set	  



Data	  sets	  
Table 1: Spam statistics of the BibSonomy and CiteULike data
sets. All CiteULike items were treated as scientific articles,
since there is no clear-cut distinction between bookmarks and
scientific articles on CiteULike. For BibSonomy, these are the
counts of the training material combined with the official test
set.

BibSonomy CiteULike
posts 2,102,509 224,987

bookmarks, spam 1,766,334
bookmarks, clean 177,546
articles, spam 292 70,168
articles, clean 158,335 154,819

users 38,920 5,200
spam 36,282 1,475
clean 2,638 3,725

average posts/user 54.0 43.3
spam 48.7 47.6
clean 127.3 41.6

tags 352,542 82,121
spam 310,812 43,751
clean 64,334 45,401

average tags/post 7.9 4.6
spam 8.9 7.7
clean 2.7 3.2

than 36,000 spammers by manually labeling users. This reveals that
the BibSonomy data set is strongly skewed towards spam users with
almost 14 spam users for each genuine user. Table 1 also shows
that spam users in BibSonomy clearly prefer to post bookmarks,
whereas legitimate users tend to post more scientific articles.

3.2.2 CiteULike
CiteULike is a website that offers a “a free service to help you

to store, organise, and share the scholarly papers you are reading”.
It allows its users to add their academic reference library to their
online profile on the CiteULike website. At the time of writing,
CiteULike contains around 1,166,891 unique items, annotated by
35,019 users with 245,649 unique tags. Articles can be stored with
their metadata (in various formats), abstracts, and links to the pa-
pers at the publishers’ websites. CiteULike offers daily dumps of
their core database5. We used the dump of November 2, 2007 as
the basis for our experiments. A dump contains all information on
which articles were posted by whom, the tags that were used to an-
notate them, and a time stamp of the post. It does not, however,
contain any of the other metadata available in the online service,
so we crawled this metadata ourselves from the CiteULike website
using the article IDs. After crawling and data clean-up, our collec-
tion contained a total of 1,012,898 different posts, where we define
a post as a user-item pair in the database, i.e. an item that was added
to a CiteULike user profile. These posts comprised 803,521 unique
articles posted by 25,375 unique users using 232,937 unique tags.

This self-crawled CiteULike data set did not come with pre-
labelled spam users or posts as the BibSonomy data set did. We
therefore set out to collect our own spam labels for this data set.
In this we faced the same choice as the team behind the Discovery
Challenge: at which level of the folksonomy should we identify
spam usage—users, items, tags, or individual posts? Our CiteULike
collection contains over 1 million posts and over 800,000 items,

5See http://www.citeulike.org/faq/data.adp.

and going through all of these was not practical. Judging all of the
more than 232,000 tags was also infeasible, in part because it is
simply not possible for many tags to unequivocally classify them
as spam or non-spam. For instance, while many spam entries are
tagged with the tag sex, there are also over 200 valid scientific ar-
ticles on CiteULike that are tagged with sex. We therefore aimed
to obtain an estimate of the pervasiveness of spam on CiteULike by
identifying spam users. Judging all 25,375 users in the CiteULike
data set would still be impractical, so we randomly selected 5,200
users (�20%) from the data set and asked two annotators to judge
these users on whether they were spammers or not. Each user was
judged by only a single annotator to save time.

Figure 1 illustrates the straightforward interface we created for
the spam annotation process. For each user it randomly selects a
maximum of five articles and displays the article title (if available)
and the associated tags. It also shows a link to the CiteULike page
of the article. Preliminary analysis showed that articles that were
clearly spam were usually already removed by CiteULike and re-
turned a 404 Not Found error. We therefore instructed our judges
to check the CiteULike links if a user’s spam status was not ob-
vious from the displayed articles. Missing article pages meant
users should be marked as spam. In this process, we assumed
that although spam users might add real articles to their profile
in an attempt to evade detection, real dedicated CiteULike users
would never willingly add spam articles to their profile. Finally,
we noticed that spam content was injected into CiteULike in many
different languages. From the experience of the annotators, most
spam was in English, but considerable portions were in Spanish,
Swedish, and German. Other languages in which spam content was
found were, among others, Dutch, Finnish, Chinese, and Italian.

Figure 1: A screenshot of the interface used to annotate a subset
of CiteULike users as possible spam users

Of the 5,200 users in our subset, 3,725 (or 28.1%) were spam
users, which is a smaller proportion than in BibSonomy. The num-
bers in Table 1 are reported for this 20% sample of CiteULike users.
An extrapolation of these proportions to the full CiteULike data
set results in an estimated 7,198 spam users who posted articles
to CiteULike. To assess the accuracy of this estimation we may
look at the problem from a different angle. As already remarked,
certain spam articles are removed quickly from the database by
the CiteULike administrators, resulting in 404 Not Found errors
when crawling their article pages. During metadata crawling of all
803,521 articles in our November 7, 2007 data dump, about 26.5%
of the articles returned 404 Not Found errors. A second round of



Example	  of	  a	  spam	  post	  

<DOC> 

  <DOCNO> 2775810 </DOCNO> 

  <TITLE>  

    How To Build Traffic To Your Blog  

  </TITLE> 

  <DESCRIPTION>  

    -  

  </DESCRIPTION> 

  <TAGS>  

    blogging directory promotion traffic  

  </TAGS> 

  <URL>  

    webpronews ebusiness sitepromotion wpn  

    3 20041210HowToBuildTrafficToYourBlog  

  </URL> 

</DOC>	  



Future	  work	  

•  Plans	  for	  the	  future	  
–  Implement	  and	  test	  the	  class-‐level	  approach	  

•  Other	  possibili@es	  
–  Use	  extra	  features	  like	  PageRank	  for	  bookmarks	  
–  Direct	  comparison	  on	  CiteULike	  data	  set	  with	  algorithms	  like	  SVMs	  
–  Evaluate	  at	  the	  post	  level	  instead	  of	  at	  the	  user	  level	  

•  But:	  harder	  to	  obtain	  such	  spam	  labeling	  


