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Abstract. We present an account of designing, implementing, and evaluating
a university-wide expert search engine. We performed system-based evaluation
on multiple query sets to determine the optimal retrieval settings and performed
extensive user-based evaluation with three different user groups: scientific re-
searchers, students looking for a thesis supervisor or topic experts, and outside
visitors of the website looking for experts. Our search engine significantly out-
performed the old search system in terms of effectiveness, efficiency, and user
satisfaction.
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1 Introduction

The ability to discover individuals that are knowledgeable about a certain topic, task,
or assignment is essential for organizational effectiveness and is generally referred to
as expert finding. Obtaining such a complete and up-to-date overview of “who knows
what” in an organization is important for the rapid formation of project teams to re-
spond to new market opportunities or threats [1]. Expert finding is different from expert
profiling, where the goal is to assess and quantify the range of topics that a person is
knowledgeable about [2].

So far, most of the existing expert finding systems have been evaluated and com-
pared under laboratory conditions using static collections, whereas large-scale user
evaluations of expert finding systems have been largely absent. In addition, little ob-
jective evidence has been presented on the benefits of such dedicated expert search
engines or their ability to outperform the existing resources organizations have in place
on this task. One notable exception is IBM’s Professional Marketplace labor resource
management system1, which provides project managers with the information to effi-
ciently match employee expertise with customer needs, by instantly retrieving data on
each of the nearly 180,000 employees’ specialties, skills, and location. It is reported to
be a success, saving IBM $500 million in its first year, reducing reliance on expensive
external contractors, and increasing employee utilization rate.

1 http://www-01.ibm.com/software/success/cssdb.nsf/CS/CSAL-6VQSUU
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In this paper we report on the design and large-scale evaluation of an expert search
engine for Tilburg University (UvT), a medium-sized university in the Netherlands.
The search engine taps into a variety of bilingual sources of topical expertise evidence
for over 1,900 university researchers. It presents ‘evidence documents’ that support the
search results and offers additional information, such as the organizational metadata
and collaboration statistics of university staff. We built on previous work by [2] and [3]
by basing our data on an updated and expanded version of the UvT Expert Collection2.
In addition, we used real, natural language queries instead of pre-determined topics
from an expertise taxonomy for our system-based evaluation. These are both queries
generated in TREC-like fashion as well as queries suggested by actual candidate ex-
perts. Finally, we also performed extensive user-based evaluation of the search engine’s
performance on two different task types with three different user groups.

The remainder of this paper is organized as follows. In the next section we review
related work. Then, in Section 3 we describe the data sources covered by our search en-
gine and our design choices. We performed an extensive evaluation of our expert search
engine, which is described in Sections 4–6. Section 4 covers the system-based evalua-
tion, with Section 5 detailing the evaluation phase using real university experts. Section
6 then describes our evaluation using different tasks and user groups. We conclude our
paper with a discussion of our results and goals for future work in Sections 7 and 8.

2 Related Work

Early approaches to expert finding, such as the Plexus system [4], required people to
create their own profile by describing their field(s) of expertise, or to assess their skills
against a predefined set of keywords. The disadvantage of such people-finders is that
they place an unnatural workload on employees and system administrators to keep the
system up-to-date. In addition, the resulting expertise descriptions are usually incom-
plete or too general. This prompted a shift to expert finding techniques more supportive
of the natural expertise location process, such as Campbell et al., who developed a
content-based approach to expert finding by mining e-mail collections [5]. Using the
social networks present in the e-mail traffic, they were able to outperform a purely
content-based approach. Expert finding received its biggest boost when it was included
in one of the 2005 TREC tracks. Many different retrieval models for expert finding have
been proposed and evaluated by the TREC participants [6].

In 2007, Balog et al. released the UvT Expert Collection, which is based on a
bilingual (Dutch and English) database of university employees who are involved in a
broad range of research or teaching areas [2]. Four document types were extracted from
this database: research descriptions, course descriptions, publication metadata (and full
text where available), and academic home pages. In contrast to the collections used in
TREC, document-candidate associations are clear and the data is structured and clean,
albeit sparse. The collection also contains information about the organizational struc-
ture. Balog et al. found that expert finding models developed for TREC collections
generalized well to this new setting. Their experiments also revealed that expert finding

2 Available at http://ilk.uvt.nl/uvt-expert-collection/
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in such a knowledge-intensive setting benefits most from publication-based evidence,
whereas academic home pages contributed least to expert finding.

Not many studies have examined user interaction with expert finding systems. Shami
et al. found that result order and social connection are the main factors that influence the
user’s decision to further explore an expert search result [7]. While the result order is
also an important factor in Web search, the role of social connections between the user
and the presented results was found to be significant only in expert search selections.

3 Design and Implementation of the Search Engine

3.1 Data Sources

We used the university address book, accessible through the LDAP protocol, as our
list of candidate experts. We extracted 1,944 potential experts and their metadata from
the address book and stored this information, including a unique administrative iden-
tifier (ANR), in a MySQL database. This is a larger number of potential experts than
contained in the UvT Expert Collection, because of the growth of the university.

Tilburg University currently has a number of systems available that can be used
to support expert finding. An important source of expertise evidence are the document
repositories that contain over 40,000 scientific publications and over 12,500 student
theses. Users can search through the metadata fields for relevant publications or the-
ses, but full text search is not available. Using these document repositories to bridge
the gap between topics and the appropriate experts hinges on the assumption that pa-
per authors and thesis supervisors have expertise about the document topics. However,
this requires users to manually search for papers and theses and associate them with
people. Moreover, the authors and supervisors displayed may no longer be working
for the university. In addition to these two sources, the university allows researchers to
maintain their own profile on Webwijs (“Webwise”)3, an online database of university
experts and expertise. Researchers can enter research descriptions and select expertise
areas from a predefined list. It also links to courses taught by the expert and authored
publications. Users can search for experts on Webwijs by expert name—unknown in
an expert finding scenario—or by topic. Searching by topic has the disadvantage that
the Webwijs system only accepts queries that match one of the predefined expertise key
words, reducing flexibility. Finally, the fourth source of information is the search engine
for the UvT intranet, which is based on ht://Dig4. The retrieved Web pages are the most
difficult of all three sources to associate with candidate experts.

3.2 Index construction

We extracted all English and Dutch documents from the publication and thesis reposi-
tories, indexing all the relevant metadata, such as title, author(s), and publication date,
and the full text when available. The metadata was also stored in our database to enable

3 http://www.tilburguniversity.nl/webwijs/
4 http://www.htdig.org

http://www.tilburguniversity.nl/webwijs/
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fast retrieval for user interface purposes and generating association statistics such as pa-
per collaboration. People were unambiguously associated with publications using the
ANRs of the authors. ANRs of thesis supervisors were not available in the repository,
so we had to use pattern matching techniques to match the metadata names to candidate
experts, resulting in a small percentage of possible association errors. We additionally
crawled the Webwijs page of each candidate expert, if available. All information from
Webwijs—research descriptions, expertise areas, and course descriptions—were stored
in a single Webwijs profile document for each candidate expert. Academic home pages
were not included because of their marginal contribution to expert finding [2].

The generated XML documents were indexed using Indri 2.65. English and Dutch
stop words were removed and English Krovetz stemming was applied to all documents,
including those written in Dutch, because Indri provides no Dutch stemming algorithm.
All queries were stemmed the same way. We do not believe this decision about stem-
ming influenced the validity of our results.

3.3 Expert finding

With so many fragmented sources of expertise evidence as in the UvT situation, it is
difficult for users to obtain a coherent picture. Our expert search engine therefore com-
bines the content-based evidence available on Webwijs and from the repositories. In
our search engine, we opted for a document-centric approach to expert finding. Previ-
ous work has shown that a document-centric approach to expert finding works well and
that is a robust model for expert finding [8].

A document-centric approach consists of three steps, as illustrated in Figure 1. First,
normal document retrieval is used to match the query to relevant documents in the col-
lection. For document retrieval, we used the Indri toolkit, which combines the bene-
fits of Bayesian inference networks and a statistical language modeling framework [9].
Indri also supports a dependence model based on term proximity as well as pseudo-
relevance feedback. Preliminary experiments suggested using Dirichlet smoothing.

In the next step, expert association, the retrieved documents are associated with the
candidate experts. In our case, this step was performed at indexing time and could be
done unambiguously in the large majority of cases. The associations are then looked up
again at retrieval time. Expertise attribution is the third and final step, where a (normal-
ized) relevance score is assigned to each candidate expert and the top N relevant experts
are presented to the user. This step is necessary, because more than one document in the
result set may be associated with the same expert, and single documents might be as-
sociated with multiple candidates. Expertise attribution can be done in different ways,
where one of the most straightforward scoring methods simply involves counting the
number of query-relevant documents associated with each expert. However, this ig-
nores the score and rank of the retrieved documents. Another simple method would be
to take the score of the first document in the result set that is associated with an expert.
However, this approach ignores the presence of multiple relevant documents per expert,
which may also be an indicator of expertise. Balog et al. computed expertise scores by
simply summing the relevance scores of the documents associated with an expert [8].

5 http://www.lemurproject.org/indri/
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Fig. 1. The document-centric approach to expert finding.

When many highly relevant, retrieved documents are associated with a candidate, his
or her expertise score will be high. Bogers et al. introduced a method for expertise attri-
bution that discounts for document ranks [10]. It further moderates the rank’s influence
by taking the logarithm of the rank, as shown in Equation 1

expertise(at, qk) =
m∑

i=1

score(qk, di)
log2(rank(qk, di) + 1)

(1)

where for all m documents authored by author at the relevance scores score(qk, di) are
divided by the logarithm of the rank rank(qk, di) plus 1 (to avoid division by zero), and
then summed to form a single expertise score for that author-query pair. As a result of
this discounting, documents further down the result list are penalized less. The loga-
rithm, however, is still a strong discounting factor and we therefore experimented with
methods that punish the lower-ranked documents less. We ended up with a weighted
combination of the rank reciprocal of a document and the document’s relevance score
on that query. Equation 2 shows this expertise attribution scheme.

expertise(at, qk) =
m∑

i=1

(
score(qk, di) +

2
rank(qk, di) + 1

)
(2)

Again, this leads to documents further down the result list being assigned a lower
score. This method was originally parameterized but we only report the formula with
optimal parameter values here due to space restrictions.

Finally, in addition to expertise attribution based on score and rank of retrieved doc-
uments, data fusion—combining multiple result sets into one—can also help creating
an expertise score, according to, among others, [11] and [12]. In addition, static rank-
ings or prior probabilities can be assigned to documents or candidate experts and used
to re-rank the search results. We refer the reader to the work mentioned in Section 2 for
some examples of such re-ranking methods, such as [5].
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4 System-based evaluation

The goal of our system-based evaluation was to evaluate the different options available
during the design stage in a laboratory setting. We can then use the best-performing ap-
proach to expert finding for our user-based experiments. To perform such an evaluation
under laboratory conditions, without participating users, we needed a set of represen-
tative queries and the appropriate relevance judgments at the expert level. We set out
to construct such a test set using the known associations between documents and ex-
perts: we assumed that the document authors or supervisors were the relevant experts
for topical queries derived from those documents. We randomly selected 120 publica-
tions and 120 theses and divided these equally over the English and Dutch documents
in our collection. For each of these random documents, a short query topic was derived
from the title and abstract of each document, with average query length being 2.1 words.
This resulted in a set of 240 queries, 120 for each language, each subset spanning 60
documents and 60 theses.

Relevance judgments were assumed to be binary and the relevant experts for each
query were the associated authors or supervisors. There are some drawbacks to this way
of generating relevance judgments. Normally, relevance judgments are elicited from
users or independent judges, not from simple document-candidate associations. Fur-
thermore, the relevance judgments do not cover candidates that are not associated with
the test document, but do have expertise on the topic. The judgments may also be unre-
liable because they are based on two imperfect assumptions: an author of a publication
might not have contributed to the actual contents and a thesis supervisor is not necessar-
ily an expert on the thesis subject. Furthermore, our own assessment of topics derived
from the documents may be erroneous. However, Carterette et al. showed that using a
large amount of queries should mitigate these disadvantages to some extent [13].

The documents from which the queries were derived, were removed from the result
lists for those queries, since querying the index for a topic that was inferred from a
document in the index is a form of known-item search. Results would be biased because
the test document is very likely to be retrieved.

4.1 Methodology

We investigated a number of different options for the design of our search engine. We
first experimented with the impact of using the dependence model and query expansion
based on pseudo-relevance feedback. Expertise attribution was kept simple and constant
by using only the score of the first document associated with each expert. Next, we
kept the document retrieval side constant and tested the different expertise attribution
methods discussed in Section 3.3. We also performed experiments with data fusion by
creating different indexes for each information source and then combining the result
lists from those retrieval runs.

System performance was measured using Mean Average Precision (MAP) and av-
erage Normalized Discounted Cumulated Gain (NDCG) at rank 10. If a query returned
less than 10 results, NDCG at the highest rank was taken instead. Because the major-
ity of the documents in our collection are associated with only a single expert, there is
usually only one relevant expert per query. As a result, MAP correlates strongly with
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Mean Reciprocal Rank (MRR). We therefore did not include MRR in our system-based
evaluation. To test for statistical significant improvements, we used two-tailed, matched
pairs Student’s t-tests and looked for improvements at a 0.95 confidence level.

4.2 Results

Table 1 contains the most important results of our system-based evaluation. Our stan-
dard language modeling baseline achieved a MAP score of 0.4712 and a NDCG of
0.6018. Both the dependence model and the pseudo-relevance feedback significantly
improved on the baseline model, with the dependence model working best on English
queries (15–19% improvement), and query expansion working best on Dutch queries
(11–17% improvement). The combination was found to perform even better at a MAP
of 0.5849 and a NDCG of 0.6926. We therefore selected this for our baseline document
retrieval settings.

Table 1. Results of our system-based evaluation. The top half of the table shows results
of the different document retrieval options; the bottom half shows the results of the
different expertise attribution methods. Best scores for each half are printed in bold.

System-based query set (240 queries)
Method MAP % change NDCG@10 % change
Language modeling baseline 0.4712 0.6018
Dependence model 0.5185 +10.0% 0.6527 +8.5%
Query expansion 0.5308 +12.6% 0.6398 +6.3%
Dep. model & query expansion 0.5849 +24.1% 0.6926 +15.1%

First doc (baseline) 0.5849 0.6926
Score sum 0.6529 +11.6% 0.7654 +10.6%
(Eq. 1) Log rank discount 0.6326 +8.1% 0.7518 +8.7%
(Eq. 2) Weighted rank-score comb. 0.6757 +15.5% 0.7755 +12.1%

Expertise attribution results are shown in the bottom half of Table 1. The three
methods described in Section 3.3 all improved significantly on the baseline. The scheme
of weighting the document scores and ranks also outperformed the other two approaches
significantly, generating 12–15% improvement over our expertise attribution baseline.

We tested the influence of each of the three data sources separately—publications,
theses, and expertise profiles—and found that no index containing just one source ex-
ceeded the performance of a full index. Publications made the largest contribution to
the results, followed by student theses and expertise profiles. As for our data fusion
experiments: we tried all of the different fusion methods mentioned in [12]. However,
all methods performed significantly worse than when a single index containing all data
was used.

5 Expert-based evaluation

After determining the optimal settings of our expert search engine in a laboratory set-
ting, we created a prototype and we performed our first evaluation of it with real users.
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We enlisted the help of 30 UvT researchers, selected proportionately from the different
faculties, to create a new test set with realistic topics and reliable relevance judgments.

5.1 Methodology

Before exposing participants to the expert search engine, we asked each of them to
write down one topic about which they themselves were knowledgeable. We also asked
them to name up to five other experts on that topic, also employed by the UvT. Since
co-workers are relatively good at making judgements about each other’s expertise [14],
participants were asked to rate their own and their colleagues’ relative expertise level
on a five-point scale (from 0 = ‘no expertise’ to 4 = ‘high expertise’). Participants were
then shown the search engine and asked to use it to find experts on their pre-specified
topic. Query formulations were allowed until the participants were satisfied with the
results. For the final query and result list, participants were asked to judge each of the
top 10 candidates returned by the search engine, providing the candidate was known to
them. We concluded with a short survey to measure satisfaction on a five-point Likert
scale (from 1 = ‘strongly disagree’ to 5 = ‘strongly agree’). Participants were observed
individually during these sessions. This resulted in an ‘expert-centered’ set of 30 new
queries with 268 graded and realistic relevance judgments, enabling us to verify our
findings from the system-based evaluation.

5.2 Results

Out of the 30 participants, 18 never reformulated their initial query and most of the
reformulations of the other 12 were only translations of the original queries, which is
also reflected in the average query length of 1.6 terms. The 30 new topics came with 268
graded relevance judgments, making NDCG a more important measure for evaluation.
Running this query set, the highest MAP and NDCG values we obtained were 0.7982
and 0.8071 respectively. Re-testing our original design options using this new query set,
we no longer found a significant difference between the three main expertise attribution
methods using this test set. Data fusion methods or (combinations of) single indexes still
did not outperform using a single index containing all three sources. Finally, the survey
results showed a high degree of satisfaction with the search results with an average score
of 3.77 (SD = 0.90). Participants were also highly satisfied with the search engine’s
speed (M = 4.33; SD = 0.88), the evidence shown to support the results (M = 3.53; SD
= 1.20), and the up-to-dateness of the results (M = 3.80; SD = 1.13).

6 User-based evaluation

In our third and final evaluation step we involved real users to benchmark the perfor-
mance of the expert search engine (‘new system’) against all other information sources
currently available within Tilburg University combined (‘old system’). Section 3 con-
tains an overview of the sources currently available. We used two different groups of
participants: an internal group of UvT students who had prior knowledge of the cur-
rent systems and may have been familiar with some of the topics and experts, and an
external group consisting of high school students who had no such prior knowledge.
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6.1 Methodology

In this experiment, users were given two different types of simulated work tasks—
semantically open descriptions of the scenario and context of a work task [15]. Our
two task types, expert finding and supervisor finding, included a description of the topic
and an indicative request that expressed the task type. Supervisor finding is essentially
a special case of expert finding: users will be looking for potential thesis supervisors
within a certain organizational unit. For each task and topic pair, users were asked to
specify a top three of experts (or supervisors) on a given topic.

We used the topic set from the expert-based evaluation to construct five work tasks
of each type and used the associated relevance judgments to evaluate the selections
participants made. In addition, we performed a manual relevance assessment of the
candidate experts that were recommended frequently by our participants, but were not
covered by the expert-based relevance judgements. We are aware that we undercut the
expert’s judgments here, as our own assessment is unlikely to be 100% correct6. In
order to reduce the variation in search strategies used by participants, we used a within-
subjects design, in which all participants used both system types an equal number of
times (if possible). Display order of the tasks was random, and task types and systems
to be used were also assigned randomly. All participants were required to complete
at least four tasks and at most ten, and they were asked to select up to three relevant
experts.

The experiment was entirely Web-based so users could participate from any loca-
tion. Figure 2 shows a screenshot of the interface. The tasks and the expert selections
were shown in a pane on the left side of the screen, as well as the available sources
for each current task. Selecting a source—the new system or any of the old systems—
opened the search engine interfaces in a large frame to the right of the task pane, so
that both were visible simultaneously. At the end of the experiment, we conducted a
short survey with questions that together covered all aspects of usability: effectiveness,
efficiency, and satisfaction. Again, this was measured on a five-point Likert scale as in
Section 5.1.

6.2 Evaluation

To benchmark system performance, we used the immediate accuracy and qualified
search speed metrics introduced by Käki. An advantage of these measures is that they
are proportional and can therefore be used in cross-system comparisons [16]. Imme-
diate accuracy (IA) measures effectiveness and is expressed as a success ratio. It is
defined as the percentage of the cases where at least one relevant answer was selected
by the user after making k selections. For example, an IA of 85% after two selections
means that in 85% of the cases at least one of the top two selected results were relevant.
Qualified search speed (QSS) trades off speed against accuracy by including the answer
quality based on the graded relevance judgments. It is therefore a measure that captures
both effectiveness and efficiency. QSS is expressed as the number of answers found in
a particular relevance category divided by the time spent searching.

6 We therefore validated all evaluations using only the original relevance judgements as well,
but found no significant differences between the two sets.
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Fig. 2. Screenshot of the interface for the user-based evaluation. Tasks and expert se-
lection are displayed in the left pane, and the search engine interfaces in the right pane.
Our expert search engine is currently displayed in the right pane.

6.3 Results

A total of 101 users participated in the experiment, of which 44 were part of the external
group and 57 were internal participants, selected equally from all faculties. Average age
in the internal group was 22.23 (SD = 3.21) and 16.95 (SD = 0.65) in the external group.
All participants reported to be familiar with Web search engines. A total number of 325
tasks were completed using the new expert search engine and 332 using the old system.
Figure 3 shows the results of the comparison between the two systems.

Our expert search engine was found to be significantly more effective than the old
system, as measured by immediate accuracy. Users were able to recommend at least one
relevant expert after three selections in 73.6% of the cases when using the old system
versus 94.5% with the expert search engine. The main cause for this difference is the
poor performance of external participants when using the old system. They performed
significantly worse on both task types and achieved an IA of only 68.8%, while the
internal group found at least one good answer using the old system in 85.8% of the
cases. In contrast, differences in IA between the internal and the external groups using
the new system are statistically insignificant for both task types. This suggests that users
with no prior experience with the old system are at a disadvantage. In fact, the externals
even performed slightly better than the internal group when using the expert search
engine, which suggests there is almost no learning curve for the expert search engine.

Evaluation using QSS showed that the expert search engine is both more effec-
tive and efficient. For the expert search engine, the majority of the relevant answers
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Fig. 3. Results of the user-based evaluation of both systems. Figure 3(b) shows the
immediate accuracy (or success rate) after k selections, while Figure 3(a) shows the
qualified search speed of the two systems.

(65.8%) are in high relevance categories (≥3), versus 44.3% for the old system. The ex-
pert search system also has more relevant answers in the highest category than the old
system (38.7% vs. 21.0%), while the old system has more irrelevant answers (36.3%
vs. 15.7%). The new system not only finds more highly relevant answers than the old
system, it also generates over three times as many highly relevant answers per minute
(0.71 vs. 0.21). The external group benefits most from using the expert search engine:
QSS of highly relevant answers increased from 0.19 to 0.87 (over 4 times faster). Inter-
nal users found those answers 2.6 times faster (0.22 vs. 0.58 answers per minute), once
again illustrating the absence of a learning curve of the new system. Finally, users also
showed high satisfaction with all aspects of the search engine.

7 Discussion & Conclusions

In this paper, we presented the design and evaluation of a university-wide expert search
engine, that uses content-based evidence in the form of publications, supervised theses,
and expertise profiles to generate expert search results. We performed system-based
evaluation of our document-centric approach on multiple query sets to determine the
optimal retrieval settings. In addition, we performed an extensive user-based evalua-
tion with 3 different user groups: scientific researchers, students looking for a thesis
supervisor or topic expert, and outside visitors of the website looking for experts.

Our results show that an integrated approach to expert finding, such as our expert
search engine offers, yields several benefits. Our search engine scores significantly bet-
ter on user satisfaction, efficiency, and effectiveness when benchmarked against the cur-
rent systems available at the university. Users find more highly relevant answers using
our search engine, and find them significantly faster than in the old situation. Perhaps
most importantly, we show that our integrated approach has no learning curve for out-
side users: inexperienced users are able to use the search engine just as successfully and
effectively as users already familiar with the university.
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8 Future Work

There are several promising avenues for future work. One we are currently investigating
is how different interfaces influence the effectiveness, efficiency and satisfaction of the
search engine. Are visual representations of the social network useful, and do ‘evidence’
documents or snippets increase satisfaction? Query log analysis is another interesting
option: analyzing the query logs after a longer period of university-wide usage of the
search engine might yield interesting results. Finally, there is more content-based ex-
pertise evidence available, such as press releases and project Web pages. According to
[3], media experience can be an important indicator of expertise, so this might be used
to improve the search result rankings further.
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